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A B S T R A C T   

Hybrid Electric Power Systems (HEPS) have gained popularity as a more efficient and eco-friendly alternative. However, with increasing system complexity, fault 
potential rises. 

The work aims on implementing a diagnostic system for rotorcraft engine health within a hybrid-electric system. Health monitoring tools are still understudied for 
HEPS, so this work can represent a valid contribution in the literature. The main goal is assessing degradation and monitoring multi-component simultaneous 
degradation. Various machine learning techniques for Engine Health Monitoring (EHM) have been compared, varying in network architecture and data reduction. 

A dynamic model of the entire HEPS generated a dataset including fault information. This dataset trained FFNNs to predict performance parameters (PPs) of 
degraded components from sensor data. The proposed EHM system’s efficacy was evaluated by comparing neural network predictions to dynamic model data. Results 
show that the Multi-net architecture, with distinct networks for each PP, works more effectively reducing training time.   

1. Introduction 

Environmental pollution is a pressing issue, and researchers have 
explored eco-friendly and sustainable alternatives to conventional fuels 
[1,2]. In aeronautics, efforts to reduce environmental impact focus on 
aerodynamics, structures, materials, fabrication, maintenance, modern 
engines, and operational practices [3,4]. The drive to cut fuel con
sumption and pollution has spurred interest in alternative aircraft pro
pulsion technologies and energy sources, moving away from relying 
solely on fossil fuels. Recent studies have seen a significant rise in 
exploring this topic [5–9]. Traditional aircraft propulsion uses com
bustion processes to extract energy from fossil fuels with high energy 
density. However, they exhibit low conversion efficiency and emit sig
nificant pollutants and greenhouse gases during combustion [10,11]. 
Electric propulsion eliminates local emissions using efficient electric 
machines as converters, powered by stored electricity in batteries, and 
managed with an appropriate strategy [12]. Transitioning from con
ventional to electric systems requires significant effort [13]. Current 
battery limitations in power and energy density make all-electric solu
tions unviable for large-scale aviation. Lithium-ion batteries are 
preferred for electric energy storage due to their characteristics: high 
output voltage, long lifespan, high energy density, low self-discharge 

rate, and wide operating temperature range [14]. Lithium-ion batte
ries’ energy density increased by 2.5 times, with costs reduced by 81% 
since 2008 [15]. 

1.1. Hybrid electric power systems (HEPS) for greener propulsion and 
battery storage 

To leverage strengths and address shortcomings, Hybrid Electric 
Power Systems (HEPSs) were initially developed for automobiles and 
more recently adopted in aviation [16] with piston or turbine engines. In 
aviation, HEPSs combine fuels and electricity, supplementing traditional 
turbine engine components with electric drives (electric motors and 
battery packs). This results in a more efficient propulsion system, 
reducing fuel consumption and environmental impact [17]. However, 
the process of hybridizing actual aircrafts is still a challenging task 
[18,19]. Compared to conventional systems, HEPS provides better fuel 
efficiency and enhanced safety during engine failure. However, the 
increased complexity raises reliability concerns, necessitating moni
toring of component health and fault detection within the propulsion 
chain for safe and efficient operation. For informed decisions during 
condition-monitoring system design, assessing the impact of individual 
subsystems on reliability is crucial. In HEPS, batteries are susceptible to 
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health issues and aging effects, leading to safety concerns and perma
nent damages [20]. Issues arise from irreversible changes in the elec
trolyte, anode, cathode, and battery structure. These lead to reduced 
capacity, power, and increased Peukert effect. Key factors in battery 
degradation include environment temperature, discharge/charge rate, 
depth of discharge (DoD), and time intervals between full charge cycles 
[21]. Improper management of lithium-ion batteries can result in fires 
and explosions [22]. The Battery Management System (BMS) in large 
lithium batteries for propulsion monitors battery health, assessing State 
of Health (SOH) using measurable data like voltage and current [23]. 
Diagnostic methodologies are also being developed for batteries [24]. 
Remaining Useful Life (RUL) prediction is also used for lithium-ion 
batteries and is strongly based on the battery’s capacity [25–28]. The 
operations of the BMS are strongly related to the information deriving 
from battery sensors [29,30]. A large variety of methods for the 
assessment of SOH of lithium batteries has been proposed in the scien
tific literature (see for example [31]). However, due to relative moder
nity of the system, health monitoring for the entire HEPS is still a 
relatively underexplored area, in contrast to the well-established health 
monitoring systems for thermal engines. 

1.2. Performance deterioration and health monitoring 

High-performance aircraft engines are exposed to extreme pressure, 
temperature, and speed conditions, which greatly increases the chance 
of failures [32]. The performance over time of a given engine depends 
on how efficiently its components work, as analysed in [33]. Degrada
tion affects engine components and impacts mechanical, thermody
namic, and aerodynamic properties [34]. Fouling in compressors is a 
common problem caused by the buildup of air contaminants on blades 
and walls. This reduces flow passage area, changes airfoil shape, and 
lowers efficiency [35]. Turbines are prone to erosion due to blade and 
wall interaction with air contaminants and combustion gases, causing 
gradual material loss and changes in aerodynamic blade shape. This 
leads to decreased efficiency and increased flow capacity [36]. As an 
example, a fouled compressor can result in a 5% reduction in flow ca
pacity and a 1.8% decrease in isentropic efficiency [37]. Turbine erosion 
may cause an overall performance loss of approximately 5% [38]. 
Sensors and actuators assume significant importance from this point of 
view [39]. In modern high-performance aircraft, thermal loads play an 
increasingly relevant role in health monitoring [40]. Fatigue and rub
bing are crucial considerations for rotating components like compressor 
and turbine blades [41,42]. Engine Health Monitoring (EHM) systems 
are extensively used in aircraft engines to continuously monitor engine 
health and enable proactive maintenance before critical conditions 
arise. Furthermore, EHM is used not only to predict the current health 
status of the engine, but also for RUL prediction, which is one of the most 
commonly used methodologies [43–45]. Health monitoring methods are 
becoming more widespread, and increasingly efficient systems are being 
developed [46]. Early issue identification through health monitoring 
ensures safe and efficient aircraft operation, preventing costly downtime 
[47–49]. Using health monitoring for maintenance leads to more effi
cient plans, performing actions when needed, not just based on flight 
hours. Degradation varies probabilistically among engines due to flight 
missions and air quality, resulting in different levels of degradation for 
similar engines with the same flight hours. If degradation is slow, the 
engine might be stopped for maintenance before reaching a critical 
condition. In severe degradation cases instead, a breakdown could 
happen in flight before the flight hours limit, jeopardizing safety. Studies 
on sand and dust ingestion [50] and volcanic ash ingestion [51] reported 
greater erosion rates at the tips in both cases. Ref. [52] describes typical 
issues in aircraft electric motor batteries. 

1.3. Machine learning in health monitoring 

Machine learning techniques are commonly used in diagnostic and 

prognostic tools [53]. Combining multiple computer algorithms can also 
yield good results, resulting in a complex and useful model [54]. In [55] 
a study similar to the one proposed in this paper is reported but focused 
on a pure thermal engine. In the just cited study, Artificial Neural Net
works (ANNs) are exploited to perform performance prediction by pre
dicting Exhaust Gas Temperature (EGT) and fuel flow rate (wf) and to 
perform an engine fault prediction, considering three different degra
dation conditions, i.e. compressor fouling, turbine erosion and 
compressor fouling and turbine erosion together. Ref. [56] implemented 
ANNs and Support Vector Machines (SVMs) for performance prediction 
and classification in the same three degradation scenarios. ANNs excel in 
prediction, while SVMs perform better in classification, showcasing the 
strengths and limitations of each method. Choosing the right technique 
is crucial for specific tasks. Ref. [57] presents a two-step tool using 
ANNs. The first step predicts measurable parameters using flight data. If 
discrepancies arise between predicted and measured data, the second 
step detects degraded components in the propulsion system. Ref. [58] 
employs Levenberg-Marquardt Feed-Forward Neural Network (FFNN) 
and Radial Basis Function Network for exhaust gas temperature pre
diction in EHM applications. Results shown better prediction perfor
mance obtained from the first machine-learning technique. Ref. [59] 
proposes a method using transfer learning coupled with classical gas 
path analysis for health monitoring. This approach allows the gas path 
analysis model to adjust its training dataset, ensuring consistent diag
nostic accuracy in life-cycle monitoring. Ref. [60] introduces a novel off- 
line extension of a simple Wiener model. The approach, called hybrid 
Wiener model, is used to estimate some relevant parameters such as 
thrust, surge margin and turbine entry temperature and is furthermore 
periodically updated to match the new conditions of a degrade engine. 
The fault detection model presented in [61] is based on the isolation 
forest algorithm, which, as reported in the cited work, has the advantage 
of being able to process large-scale and high-dimensional data effec
tively. It has also shown good results when anomalies are not available 
in the training sample. The results showed high accuracy and a short 
running time. Fault detection and isolation is performed by the LSTM- 
DAE (Long Short-Term Memory-Denoising AutoEncoders) model pre
sented in [62]. In particular, detection is carried out using the LSTM 
component, while the DAE is used for fault isolation. Furthermore, fault 
detection is crucial not only for engines. For example, fault diagnosis for 
an electric rudder is reported in [63–64], for a Q-pulse diode electrifier 
in [65] and for actuators in [66]. HEPS component degradation and 
failure lack the comprehensive understanding, reliability data, and 
health monitoring models that conventional thermal aircraft propulsion 
systems possess. The limited availability of data and models for EHM in 
HEPS creates a knowledge gap in predicting and preventing failures. To 
enhance HEPS reliability and safety, investing in research and devel
opment for accurate data and models in EHM is crucial. 

The EHM technique developed in this paper uses virtual sensors 
throughout the powertrain to gather engine health data. Pre-trained 
ANNs process these sensor measurements to predict engine degrada
tion. In more details, this study explores using FFNNs to estimate Per
formance Parameters (PPs) of degraded components in HEPS for 
helicopters. The FFNN models were trained and tested using datasets 
from simulations with a Matlab & Simulink-based model of the entire 
HEPS. The study examines a degradation scenario where several com
ponents, such as compressor, burner, mechanical transmission, electric 
motor, and battery, degrade simultaneously. The data obtained from 
simulations aim to simulate the data acquired in a real-case scenario 
using sensors. In this study, the effects of measurement noises are not 
taken into consideration in each scenario, but a related analysis with 
results is presented in Section 5.2. Data availability for degraded engines 
is vital for EHM system development. Nonetheless, some efforts have 
been made to detect faults in gas turbines even in the absence of his
torical fault data [67]. ANNs were trained to estimate PPs (or their 
Correction Factors - CFs) for degraded components, such as isentropic 
efficiency and flow parameter for the compressor, pneumatic and 
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combustion efficiency for the burner, mechanical efficiencies for spools, 
efficiency for the electric motor, and internal resistance for the battery. 
These parameters serve as health indices, indicating component degra
dation levels. Different EHM systems with various architectures were 
developed. The simplest approach involved selecting a set of simulation 
parameters as input variables for FFNNs to predict the PPs. Advanced 
approaches included data reduction techniques like Principal Compo
nent Analysis (PCA) and Kernel Principal Component Analysis (KPCA). 

The choice of using a FFNN for developing the goal systems is 
attributed to its simplicity. A FFNN, in fact, is one of the simplest types of 
ANNs and is particularly suitable for regression problems. Unlike the 
more complex Recurrent Neural Network, in an FFNN information flows 
in one direction without returning to the input, necessitating a simpler 
network architecture. Further details about FFNN are provided in Sec
tion 4.1. PCA was used to perform Feature Selection (FS), while KPCA 
performs Feature Extraction (FE), which are two different data reduction 
approaches. Data reduction is a useful tool for eliminating redundant 
and unnecessary data, which can lead to a decrease in processing time 
and an improvement in the prediction performance of FFNNs when 
utilizing the reduced dataset. More details are available in Section 4.2. 
Two architectures, “Single-net” and “Multi-net,” were considered. The 
choice between them depends on specific requirements. Multi-net suits 
cases with distinct and unrelated outputs, allowing independent opti
mization for better overall performance. A multiple output neural 
network (Single-net architecture) is preferable when outputs are related 
and share an underlying structure. It allows joint learning and optimi
zation of shared features, leading to better performance and more effi
cient training. Both approaches are effective in predicting hybrid 
electrical engine performance, with the choice depending on analysis 
requirements. When choosing between Single-net and Multi-net archi
tectures, consider dataset size, complexity, output variables, and desired 
accuracy and efficiency. This study compares the two architectures 
coupled with dimensionality reduction methods. Single-net uses one 
FFNN for all PPs, while Multi-net has separate FFNNs for each PP. Per
formance was evaluated by comparing predicted values to target values 

from simulations. Results from each EHM system were compared to 
assess their effectiveness. Fig. 1 illustrates the comprehensive technical 
roadmap of the current study. 

1.4. Work goals 

The goal of the present work is to create a reliable EHM system for 
HEPS and understand how different approaches and architectures 
impact prediction performance. Health monitoring techniques for HEPS, 
like those presented here, are less explored in the literature. The main 
contributions of this study are summarized as follows:  

• The study of a HEPS has significantly expanded the existing literature 
on EHM applied to hybrid propulsion, providing valuable insights for 
future research in this field.  

• The development of a new EHM method capable of assessing the 
real-time performance of a HEPS in the presence of simultaneous 
degradation of all components under different operating flight con
ditions is a significant contribution to the field, and its ability to 
handle increasing complexity and nonlinearity in performance 
diagnosis is noteworthy.  

• The study’s assessment of the impact of engine degradation on the 
HEPS’s performance, particularly on fuel consumption and economic 
considerations, is a valuable contribution to the literature on hybrid 
propulsion.  

• The application of PCA and KPCA, typically used in literature with 
pure thermal engines, to a complex HEPS for data reduction purposes 
demonstrates the versatility and applicability of these methods to a 
wider range of propulsion systems, including very complex types 
such as HEPS, which, in addition to the classical components of a 
thermal engine, incorporate the components of an electrical one, 
serving as a potential source of faults, providing useful insights for 
future research in this field.  

• Focus revolves around a comparative analysis of two distinct cutting- 
edge techniques: feature extraction and feature selection, both 

Fig. 1. Overall technical roadmap of the current study.  
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integrated with Artificial Neural Networks (ANNs). Specifically, the 
study delves into enhancing accuracy and optimizing computational 
time within this domain. 

• The comparison centers on evaluating the efficiency and effective
ness of employing Principal Component Analysis (PCA) and Kernel 
Principal Component Analysis (KPCA) in feature extraction and 
feature selection processes. 

• The ultimate objective is to optimize the operation, enhance effi
ciency, and ensure the safety and reliability of rotorcraft hybrid- 
electric propulsion through a fusion of cutting-edge technology and 
aerospace engineering expertise. 

In Section 2 of the present work, the Simulink model of the HEPS is 
illustrated and its functioning explained. Section 3 is dedicated to the 
description of the simulations performed and of the degradation 
implemented. The systems are described in Section 4, together with the 
techniques used to develop them (FFNN, PCA and KPCA) and with the 
error metric adopted to estimate their performance. The results are 
shown and discussed in Section 5 and finally the conclusions of the 
present work are reported in Section 6. 

2. The hybrid electric power system 

The present investigation considers a HEPS in a parallel configura
tion, designed for a VTOL rotorcraft for Urban Air Mobility (Fig. 2). The 
system is composed of a turboshaft engine mechanically coupled to two 
identical electric motors to move the rotor shaft. A parallel configuration 
is preferred over the series-hybrid because of the lighter arrangement 
resulting from the elimination of the generator, the smaller size of the 
electric motor that is not required to satisfy the entire power demand, 
and the higher efficiency that in series configuration is penalized by the 
chain of conversion processes [68]. 

The size of the engine has been selected to match the peak power 
demand experienced during typical operating conditions (295 kW); the 
electric machines and the battery are sized for electric back-up operation 
in case of engine failure (for more details please read [69]). A rated 
power of 120 kW and a nominal revolutionary speed of 6000 rpm are 
assumed for all machines. Therefore, the proposed HEPS system has an 
overall degree of hybridization of 0.45. 

A Li-ion battery is used as a storage device on the electric path. The 
suitability of such kind of batteries for electric vehicles and hybrid 
electric vehicles is commonly assumed, given their higher energy 

density, reduced self-discharge, long calendar life, and increased safety 
[70] than other commercial types of batteries. However, the details of 
the machines and of the battery are not reported for the sake of 
confidentiality. 

The modelling approach used in the development of the Simulink 
model is explained in the next subsection. 

2.1. Modelling approach and energy management strategy 

The modelling approach implemented in the Matlab & Simulink 
environment is shown in Fig. 3. A pilot interpreter block translates the 
Power Lever Angle (PLA) input into a power request, based on a 3D map 
which includes altitude and Mach effects. The resulting power demand 
in turn is given in input to the supervisory controller module, which sets 
the power split between thermal and electric power sources at any time 
instant. This is regulated by means of the control parameter k, which 
defines the electric contribution as the ratio of electric to total torque 
request and is called power split: 

k =
QEM

Qreq
(1) 

In the present investigation, the selection of k depends on the kind of 
simulation performed for the degradation scenario as reported in 
Table 1. 

2.2. Turboshaft engine 

The engine model takes as input the required torque QICE and cal
culates air and fuel flow rates, gas-generator speed and thermodynam
ical properties at each station and finally actual power output on the 
Low-Pressure Spool (LPS). The turboshaft (Fig. 4) is a dual spool en
gine modelled with a 0D approach, consisting of a High-Pressure Spool 
(HPS) connected to the compressor and the High-Pressure Turbine 
(HPT), and a LPS with the power turbine (or Low-Pressure Turbine 
(LPT)). The Simulink dynamic model is simulated by solving mass flow 
rate balances between each component and work balance on the HPS. At 
the current stage, LPS dynamics is neglected, since its speed is assumed 
constant and the dynamic rotor model is not considered yet. For inter
ested readers, a full dynamic model of the hybrid electric power system 
has been implemented in recent papers of some of the authors [72,73]. 

The inlet determines a pressure rise as expressed in the following 
equation with a constant efficiency ηr = 0.9, although the limited flight 
speed makes it negligible: 

Δp = ηr
1
2

ρV2
0 (2)  

where Δp represents the pressure rise, ρ is the air density and V0 is the air 
velocity at inlet. 

The combustion process is simulated in the burner block to calculate 
the combustor exit temperature from the fuel flow rate according to the 
following equation: 

T4 = T3 +
ηb,cHi

cpα (3)  

where ηb,c is the combustion efficiency, Hi is the lower heating value, and 
α the air–fuel ratio. cp is averaged among air and burned gas values of 
constant pressure specific heat, which, in turn, are polynomial functions 
of the temperature. 

The burner exit pressure is given by the following relation, given the 
compressor outlet pressure p3 and the burner pneumatic efficiency: 

p4 = ηb,c⋅p3 (4) 

The healthy values of combustion and pneumatic efficiency are given 
later, together with the corresponding considered range of degradation. 

The compressor and the two turbine modules are implemented in the Fig. 2. Parallel HEPS for coaxial rotor vehicle.  
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Simulink model by means of lookup tables which map the component 
pressure ratios and efficiencies as a function of the corrected mass flow 
rates and corrected speeds. Each rotating component has been mapped 
by previously scaling the available maps of a reference turboshaft model 
included in GSP libraries, to match the power requirements of the cur
rent application. Transient phases are modelled through HPS accelera
tion and mass accumulations in inter-component volumes (marked as 
vol. A and vol. B in). Such features make the model suitable to perform 
transient simulations [74]: 

Ṅgg =

(
30
π

)2 1
INgg

(PHPT − PC) (5)  

where the HPS speed instantaneous variations Ṅgg are expressed as a 
function of current speed Ngg and power mismatch between compressor 
(PC) and HPT (PHPT). The symbol I in Eq. (5) is the moment of inertia 
around the axis of rotation. As previously mentioned, such balance was 
not applied to the LPS whose speed is currently considered constant, 
since the application of a dynamic load represents a further development 
of the model. The following mass flow rate accumulation equation 
models pressure rise in the plenum Vp on the basis of perfect gas 

equation and mass flow unbalance between inlet and exit sections of the 
plenum: 

dp
dt

=
RT
V

dm
dt

=
RT
V

(ṁin − ṁout) (6)  

where R is the elastic constant of the gas, T is the fluid temperature, V is 
the volume of the plenum and ṁin and ṁout represent the mass flow rate 
of fluid at inlet and exit sections, respectively. The value of HPS inertia I, 
as well as the values of inter-component volumes Vp, have been derived 
from the previously cited reference GSP turboshaft. LPT exit pressure is 
mapped as a function of fuel flow rate with a correction to account for 
altitude effects. The fuel flow rate is governed by a PID controller which 
works on LPT power error, stated in other words it acts to keep LPT 
power output equal to shaft power demand. The PID gains have been 
tuned through Simulink automated tuning tool at the current stage, 
being an accurate characterization of fuel control and dynamics a 
further development. 

2.3. Electric path 

On the electric path, two electric motors equally contribute to QEms, 
taking in input their own fraction of torque command and giving as 
output actual torque output and battery current as explained below. 

The Simulink Mapped Motor block is used for the electric machine 
where the output torque tracks the torque reference command with a 
given time constant [75]. Being the motors connected to the same shaft 
as the LPT, their speed is constant too. Knowing motors speed and 
delivered power (Pmech) and power loss (Ploss), the battery current I(t) is 
calculated as: 

I(t) =
Pmech + Ploss

V(t)
(7) 

This requires an iterative procedure, since the battery is modeled as 
an equivalent circuit characterized by voltage V(t): 

V(t) = OCV − Ri⋅I(t) (8)  

where OCV is the open circuit voltage mapped as a function of battery 
(SoC) and Ri is the battery internal resistance. Moreover, the battery 
behavior is modeled by including Peukert effect too, by means of a 
Peukert coefficient n which represents a further performance parameter 
of the battery. The Peukert effect is accounted for in the calculation of 
the SoC which is performed with the well-known coulomb-counting 
method but an effective current (Ieff ) is used instead of the actual battery 
current [76]: 

Ieff = I⋅
[

I
Inom

]n− 1

(9) 

Fig. 3. Flowchart of the overall model.  

Table 1 
Design of experiments for the degradation analysis.  

Operating 
conditions 

Power Split k 

Steady-state tests Constant 
Small perturbations Constant 
Mission analysis Defined by a fuzzy logic supervisory controller previously 

developed in [71]  

Fig. 4. Scheme of the turboshaft.  
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where Inom is the nominal current and I is the actual battery current. The 
effective current is used to include the Peukert effect on the battery 
discharge process. For a new and healthy battery, this effect is less 
relevant but as the battery ages or is degraded, the Peukert coefficient 
increases, and a significant reduction of electric range is observed. For 
more details, please read [69]. The effect of T is also taken into account 
for the evaluation of the SoC. A temperature dependence is modelled 
through the ratio of reference to current operating temperature and the 
exponent β, as suggested in [76]. Tref is assumed to be 300 K and β is set 
equal to 2.9. Therefore, the state of charge is evaluated as: 

SoC(t) = SoC(t0) − 100⋅
∫t

t0

Ieff (t)
C

(
Tref

T

)β

dt (10)  

where t0 is the initial time of the simulation, t is a generic time instant at 
which the SoC is being calculated, T is the operating temperature of the 
battery, Tref is a reference temperature. The employed battery has a 
nominal (healthy) capacity of 130 Ah and a voltage of 270 V, and 
consists of 73 cells in series. To take into account its degradation, the 
main specifications of the battery (capacity, internal resistance and 
Peukert coefficient) are expressed as a function of the “cycle number”, 
which is defined as the number of complete discharge-recharge cycles. A 
battery is conventionally said to have reached its end of life when the 
capacity reaches 80% of the nominal value. This usually happens, for a 
Li-ion battery, after 300–500 discharge-recharge cycles [77]. The model 
employed here is based on the results of [78], which experimentally 
characterized parameter variation over a LiFePO4 battery life. On the 
basis of the above-mentioned research, some of the authors have 
developed the following equations for the dependence of battery pa
rameters on cycle number N [69]. For each parameter P of the battery 
(namely nominal capacity C, Peukert coefficient n and internal resis
tance Ri), a correction factor (CF) related to battery age can be defined as 
follows: 

CF =
P(N)

P0 (11)  

where the superscript 0 denotes the initial condition. The dependence of 
the correction factor CF on battery cycle number N is expressed as a 
double exponential: 

CF = a⋅exp(b⋅N)+ c⋅exp(d⋅N) (12)  

where the coefficients a, b, c, d have been found interpolating experi
mental results from [69] with least square error method. The fitting 
curves are depicted in Fig. 5 together with experimental data. Since 
battery end of life is conventionally set to 20 % capacity reduction with 
respect to the nominal value, the employed battery has a useful life of 
436 cycles. In the developed model, the battery SOH is calculated as the 
ratio of undegraded internal resistance Ri0 to current internal resistance 

Ri(N) multiplied by a polynomial function of operating temperature. In a 
previous work of some of the authors [79], the impact of each parameter 
degradation on the main outputs of the model, namely the fuel flow 
rates, the battery residual energy, the battery voltage, and the speed of 
the HP shaft was analyzed by means of the Pearson product-moment 
correlation coefficient. This analysis showed that the performance of 
the engine is not affected by the degradation of the electric machines 
and vice versa. However, this is not entirely true when a mission-based 
analysis is performed. In fact, in this case, the degradation of the battery 
has an indirect effect on the behavior of the engine because the rules of 
energy management strategy reduce the electric contribution or even 
exclude it when the battery becomes degraded. 

2.4. Validation issues 

The lack of experimental data in the literature about hybrid electric 
power systems for rotorcraft makes it impossible to perform a full vali
dation. However, each of the sub-models used for the powertrain was 
separately validated in the referred studies available in the scientific 
literature. Moreover, the approach used in this investigation is generally 
accepted in the analysis of hybrid electric propulsion systems for road 
vehicles [80]. In particular, the results of the dynamic model of the 
stand-alone turboshaft engine were assessed by comparison with the 
results of the same engine modelled in GSP [81]. The two models were 
run over the same dynamic inputs (Power Level Angle, Altitude, and 
True Air Speed) and the signals of brake power, flow rate, and 
compressor speed obtained with the two models were compared. The 
results confirmed the validity of the proposed model. As for the battery, 
the authors in [69] compared the results of the proposed electric circuit 
model with literature models validated against experimental data. The 
validation was performed using as input the power request (that was 
increased from 0 to the nominal power of the battery) and as output the 
discharge time. Therefore, the results of the numerical analysis can be 
considered, according to the authors of this investigation, reasonable 
and suitable for the goal of this investigation. 

3. Datasets development: simulations and degradation scenario 

The systems developed in this work require training on the physical 
correlation between the variables related to the engine operation and 
condition, which are used to inform the FFNNs, and the variables to be 
predicted. To achieve this, suitable datasets containing relevant vari
ables are essential. However, obtaining a dataset containing real flight 
data can be quite challenging. One solution to this problem is to design a 
virtual model of the target engine using appropriate software and 
conduct a series of simulations from which useful data can be obtained. 
This section will describe the simulations performed and the datasets 
used in this work, highlighting the variables selected from the simula
tion results. 

Fig. 5. Capacity, Peukert coefficient and internal resistance variation with battery age.  
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3.1. Degraded components 

The degradation scenario presents the degradation of components 
related to both the thermal and electrical portions of the HEPS, 
including the compressor, burner, mechanical transmissions of LPS and 
HPS, electric machine, and battery. For each component, the degrada
tion was implemented as a percentage variation of certain chosen PPs 
(or their CFs) that represent the health state of the components 
compared to their healthy condition. Table 2 lists the degraded com
ponents, along with the related PPs to be predicted, the values of the PPs 
in healthy condition, and the maximum and minimum limits of the 
considered percentage variations. It is important to note that the term 
“CF” refers to a change made to the PPs by applying a correction factor 
rather than by changing the parameter itself. 

3.2. Simulation details 

As previously stated, the objective of this paper is to develop an EHM 
system capable of predicting the values of PPs (or their CFs) under both 
healthy and degraded conditions. To achieve this, FFNNs were trained to 
recognize the specified parameters for each component based on sensor 
data from the engine and flight conditions. The datasets required for 
training the FFNNs were generated using the engine model described in 
earlier sections. The simulations were conducted using four different 
operating points. For each operating point, a series of steady-state 
simulations were run, each with a different level of percentage varia
tion for the degraded parameters. Table 3 provides an overview of the 
four simulated operating points, referred to as Op. Point A, Op. Point B, 
Op. Point C, and Op. Point D. The just cited operating points were chosen 
following a logic of optimization of emissions obtained from the burn of 
the chemical fuel [82]. 

These operating points were taken from real missions, shown in 
Fig. 6 and taken from [83]. The data calculated from the simulations for 
each of the four operating points listed in Table 3 have been used to 
create the dataset. The mixing process helps to ensure a dataset 
composed of various scenarios on which the ANNs can be trained. The 
complete dataset consists of the results of 773 steady-state simulations, 
conducted at four different operating points and with different levels of 
component degradation. To configure the neural networks, 526 of the 
total 773 observations were selected for the training dataset, while the 
remaining 247 observations were used for the test dataset. This subdi
vision results from a sensitivity analysis conducted on the training 
dataset size, where its dimensions were varied until a specific stop cri
terion was achieved. During training, the neural network learns solely 
from the training set, while the testing set is employed to calculate the 
testing error, providing an approximation of the generalization error. 
The stopping criterion is established such that, when the testing error 
begins to rise, or equivalently, when the training error and testing error 
start to diverge, the optimal number of observations in the training 
dataset has been reached. Table 4 provides additional information about 
the training and test datasets. 

As previously mentioned, the degraded values of the PPs (or their 
CFs) were randomly generated within a chosen range, determined by the 
maximum and minimum values of the percentage variations listed in 

Table 2. The equation below was used to calculate the degraded values 
of the PPs: 

ppd =

[

1 −
(

1 −
MIN
MAX

)

RAN3
]

MAX (13)  

where ppd is the degraded value of the PP, MIN and MAX are respectively 
the lower and the upper limits considered for the PP for which the 
equation is being used and RAN is a randomly generated number in the 
interval 0–1. Eq. (11) was used to calculate the degraded value of each 
degraded PP for each of the 526 training points and 247 testing points. 
Fig. 7 shows the distribution of the PPs (or their CFs) generated with Eq. 
(11). In particular, each graph in Fig. 7 shows the number of values that 
fall within the ranges indicated in Table 2. 

Table 5 summarizes the effects of degradation on the Total Tem
perature at LPT outlet (TT6) and wf at Op. Point B. The ones reported in 
Table 5 are typical values of a real case. It can be observed that degra
dation leads to an increase in TT6 and wf. To give an idea of the increase 
in emitted pollutants, Table 6 reports the value of the emissions both in 
clean and in the degraded conditions described by Table 5. These values 
were obtained by referring to the emission indexes (defined as the 
amount of the contaminant normalized to the mass of fuel burned) ob
tained from equations available in [84], and in detail we refer to the 
sections related to the single turboshaft engine. The fuel flow was also 
calculated using the appropriate equation from the aforementioned 
work, resulting in a value of 0.0223 kg/s (in clean condition), which is 
comparable to the value obtained from our simulations (0.0251 kg/s). 
Op. point B, which is referred to in Table 5, has a PLA of 50.3% and a k 
value of 0.7 (70% of electric contribution to the total required power). 
As a result, the thermal portion of the engine is considered to be oper
ating at 35.2% (0.7 × 0.503) of the total deliverable shaft power, which 
is equal to 295 kW. Therefore, the thermal part produces 0.352 × 295 
kW = 103.87 kW at Op. point B. The values reported in Table 6 were 
obtained by multiplying the emission indexes taken from [84] by the 
fuel flow data from our simulations. The non-negligible increase in 
contaminants visible in Table 6 underscores the urgency of transitioning 
to greener energy sources in order to effectively address the issue of 
pollution. Other suggested researches about aircraft engine pollutions 
are available in [85] and [86]. Moreover, to gain an understanding of 
cost increases resulting from higher fuel consumption, one could esti
mate by referring to the available data at [87], which refers to kerosene- 
type jet fuel, such as Jet-A, which is typically used for turboshaft engines 
[88,89]. Taking, for example, a 10 km cruise at a flight speed of 30.6 m/s 
(refer to Table 3, Operational Point B), the required time equals (10 ×

Table 2 
Degraded components with related PPs.  

Component Degraded performance parameters Healthy condition Range of percentage variation 

Compressor Isentropic efficiency (ηc) From compressor map 0 to − 20% 
Corrected mass flow rate (fc) From compressor map 0 to − 20% 

Burner Pneumatic efficiency (ηb,p) 0.96 0 to − 20% 
Combustion efficiency (ηb,c) 0.985 0 to − 20% 

Shaft transmissions High-pressure shaft mechanical efficiency (ηHPS) 0.99 0 to − 20% 
Low-pressure shaft mechanical efficiency (ηLPS) 0.99 0 to − 20% 

Electric machine Efficiency (ηe,m) From the motor map 0 to − 20% 
Battery Internal resistance (Ri) 79 mΩ 0 to +20%  

Table 3 
Operating conditions for the tests.   

Op. point 
A 

Op. point 
B 

Op. point 
C 

Op. point 
D 

PLA (%) 65.3 50.3 68 61.5 
Altitude (m) 0 492 1154 2550 
True Air Speed (m/s) 30.6 30.6 4 0 
Electric contribution 

k 
0.4 0.7 0.47 0.6  
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1000)/30.6 = 327 s, where 1000 is the conversion factor from km to m. 
Considering a clean state fuel consumption of 0.0251 kg/s (derived from 
our simulation, distinct from the value of 0.0223 kg/s estimated from 
the equation available in [84]), the fuel burned is approximately 0.0251 
× 327 = 8.21 kg. Similarly, in the degraded state reported in Table 5, 

characterized by a fuel consumption of about 0.0273 kg/s, the fuel 
burned is approximately 0.0273 × 327 = 8.93 kg. Finally, considering a 
mean fuel density of 811.47 kg/m3 [90] (Table 1 of the referenced study, 
at temperature of 283.15 K, which is close to the temperature at the 
flight altitude of Op. Point B (492 m), according to the International 
Standard Atmosphere.) and using the most recent data available in [87] 
(dic 04, 2023), i.e. a price of 2.401 dollars per gallons, the costs for a 10 
km cruise in clean and degraded states are approximately (8.21/811.47) 
× 264.2 × 2.401 = 6.42 dollars and (8.93/811.47) × 264.2 × 2.401 =
6.98 dollars, respectively, where 264.2 is the conversion factor from m3 

to gallons reflecting an increase of 0.56 dollars. 

Fig. 6. Mission profiles from which the four working points reported in Table 3 were obtained.  

Table 4 
Details of train and test datasets.   

Training Testing 

Op. point A 102 steady-state simulations 48 steady-state simulations 
Op. point B 170 steady-state simulations 80 steady-state simulations 
Op. point C 87 steady-state simulations 40 steady-state simulations 
Op. point D 167 steady-state simulations 79 steady-state simulations  

Fig. 7. Distribution of generated PPs (or related correction factors) in degraded conditions.  
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3.3. Selected variables 

As previously stated, the ANNs were trained to predict PPs (or their 
CFs) that act as an indicator of the health status of the components. In an 
online EHM system designed for diagnostic purposes, a pre-trained ANN 
is continuously updated with data from various stations of the power
train (such as pressures, temperatures, speeds, etc.) to estimate other 
parameters that indicate the health status of the components and engine. 
To function properly, the data used to inform the neural network about 
the conditions present in the engine must be measurable through 
appropriate sensors or easily derivable from measurable variables. In 
this paper, a total of twenty variables were selected as input for the 
ANNs from the ones obtained from simulations. The chosen variables are 
all measurable with sensors or obtainable from measurable ones. Table 7 
reports the variables chosen to create the input datasets for the ANNs 
while Table 8 summarizes the PPs to be predicted, i.e. the output vari
ables of the ANNs which constitute the output datasets. The variables 
presented in Table 7 represent the ones constituting the entire input 
datasets, which will be subject to data reduction techniques to obtain 
other subsets. 

4. Developed health monitoring systems 

Various approaches and architectures have been used to develop 
EHM systems. To address the large amount of data that needs to be 
processed by the algorithms, data reduction techniques have been 

implemented and compared in order to decrease computational re
quirements. The techniques of PCA and KPCA have been utilized for this 
purpose, to perform data reduction, either through FS by exploiting PCA 
or FE by exploiting KPCA. In FS, the input variables that are less 
correlated with the output ones are removed, resulting in a reduction of 
the dimensionality of the dataset. In FE, the information contained 
within the dataset is collected and rearranged into a new dataset, formed 
by new variables that are numerically different from those in the original 
dataset, but dependent on them. The new variables, called principal 
components, are ordered by the amount of information they contain in 
the original dataset, with the first principal component containing the 
most information and the last one containing the least. Data reduction in 
this case is achieved by discarding the least important principal com
ponents, which contain a minimal amount of information in the original 
dataset [91,92]. Further details are available in Section 4.2. In this 
paper, four different approaches have been implemented. Additionally, 
these approaches have been applied using two different architectures, 
which are shown in Fig. 8. Fig. 8a illustrates the Single-net architecture, 
in which only one network is used to predict all eight PPs (or their CFs). 
Conversely, Fig. 8b illustrates the Multi-net architecture, in which each 
PP (or its CF) is predicted by a separate network. Table 9 details the four 
different approaches used. By combining the approaches and architec
tures mentioned, six different EHM systems have been designed and 
developed. These EHM systems are listed in Table 10. Notice that the 
Systems FFNN + FS approach with Single-net architecture and the 
FFNN + FS + FE approach with Single-net architecture lack. This is 
because applying FS (which selects only the input variables physically 
related to the variables to be predicted) with a Single-net architecture 
does not result in any dataset reduction, because there are no input 
variables that are uncorrelated with all the output variables. 

Furthermore, Fig. 9 reports a flow-chart which explains how diag
nostic procedure based on the developed EHM works. 

The following paragraphs are dedicated to a description of the 
methods used to develop the four approaches described in Table 9. 

4.1. Feed-forward neural network 

ANNs have been developed to mimic the capacity of the human 
nervous system to learn from examples. ANNs are able to understand the 
correlation between two sets of variables, an input set and an output set, 
that are physically related to each other. The fundamental components 
of an ANN are neurons. These neurons are organized in layers. ANNs are 
composed of an input layer, an output layer, and one or more hidden 
layers. The input layer has a number of neurons equal to the number of 
input variables, and the output layer has the same number of neurons as 
output variables. The number of hidden layers and neurons is adjustable 
by the user and affects the prediction performance of the ANNs. Neurons 
send information to the neurons of the next layer through links, each 
with its own “weight”. A FFNN, the type employed in this study, 

Table 5 
Effects on TT6 and wf of the degradation condition analyzed in this work. The 
percentage variations of TT6 and wf are typical of a real case. Working point: Op. 
point B. % var.: percentage variation.  

PP % var. TT6 % var. wf % var. 

ηc (CF) − 4.543 % 11.041 % 9.084 % 
fc (CF) − 0.037 % 
ηb,p − 1.153 % 
ηb,c − 1.468 % 
ηHPS − 8.691 % 
ηLPS − 0.0005 % 
ηe,m (CF) − 17.923 % 
Ri (CF) − 19.592 %  

Table 6 
Values of contaminants [g/s] in clean state and in the two degraded conditions 
considered for Table 5. Obtained with emission indexes available in [84].   

CO NOx HC PM 

Clean 5.92e-1 8.73e-2 4.63e-1 3.45e-3 
Condition of Table 5 6.45e-1 9.52e-2 5.05e-1 3.76e-3  

Table 7 
Variables selected to create the entire input dataset.  

Input 

Power Lever Angle (PLA) Total press. at burner outlet (TP4) 
Altitude (h) Total temp. at HPT outlet (TT5) 
Flight speed (vf) Total press. at HPT outlet (TP5) 
Electric contribution (k) Total temp. at LPT outlet (TT6) 
Battery delta temp. respect to clean status (ΔT) Total press. at LPT outlet (TP6) 
Total temp. at compressor inlet (TT2) Compressor shaft speed (ωHPS) 
Total press. at compressor inlet (TP2) Fuel mass flow rate (wf) 
Total temp. at compressor outlet (TT3) Overall pressure ratio (OPR) 
Total press. at compressor outlet (TP3) Battery current (I) 
Total temp. at burner outlet (TT4) Battery voltage (V)  

Table 8 
Variables selected as output for ANNs. These represent the PPs (or their CFs) to 
be predicted, used as health indicator of the components.  

Output 

ηc (CF) 
fc (CF) 
ηb,p 

ηb,c 

ηHPS 

ηLPS 

ηe,m (CF) 
Ri (CF)  
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represents one of the two main categories of ANNs, distinguished by the 
direction of information flow between its layers. In FFNNs, information 
flows in unidirectional manner, meaning that it moves only in one di
rection, from the input nodes to the output ones, passing from the hid
den nodes, if any, without any cycles or loops. In recurrent neural 
networks instead, the flow is bidirectional. Fig. 10 illustrates the typical 
structure of a FFNN, the type used in this work. 

Information is input into the network via the input layer and prop
agates through the network until it reaches the output layer. Each 
neuron located in the hidden (or hiddens) and output layers processes 
the information received from the previous layers, each with its own 
weight, and adding a bias, as shown in Eq. (14): 

z =
∑s

i=1
WiJi + γ (14)  

where z represents the neuron output, Wi is the weight of the link be
tween the neuron in question and the i-th neuron that sends it infor
mation, Ji is the information sent by the i-th neuron, s is the number of 
neurons that send information to the neuron in question and γ is the bias. 
Finally, an activation function is applied to normalize the results of Eq. 
(14). FFNNs are characterized by two phases, a training phase and a 
testing phase. In the training phase, the FFNN is provided with an input 
dataset and a corresponding output dataset. The algorithm iteratively 

Fig. 8. The two architectures used. a: Single-net; b: Multi-net. The input variables change from case to case.  

Table 9 
The four approaches used in this work.  

# Approach Description 

1 Simple FFNN The nets are informed with the entire input dataset, formed 
by all the twenty variables reported in Table 7. 

2 FFNN + FS A FS process is applied to the entire input dataset formed by 
all the twenty variables reported in Table 7 and the resulting 
subset is used to inform the nets. 

3 FFNN + FE A FE process is applied to the entire input dataset formed by 
all the twenty variables reported in Table 7 and the resulting 
subset is used to inform the nets. 

4 FFNN + FS +
FE 

Both FS and FE processes are applied to the complete dataset 
and the resulting reduced dataset is used to inform the nets.  

Table 10 
The six systems developed, created combining the four approaches and the two 
architectures presented in Table 9 and Fig. 8 respectively.  

# System Description 

1 Simple FFNN approach with 
Single-net architecture 

The input dataset for each FFNN used is 
constituted by all the twenty variables 
reported in Table 7. Only one FFNN is used to 
predict all the eight variables reported in  
Table 8. 

2 Simple FFNN approach with 
Multi-net architecture 

The input dataset for each FFNN used is 
constituted by all the twenty variables 
reported in Table 7. A different FFNN is used 
for each of the eight variables reported in  
Table 8. 

3 FFNN + FS approach with 
Multi-net architecture 

The input dataset for each FFNN used is 
constituted by a subset resulting from a FS 
process applied to the entire dataset 
constituted by all the twenty variables 
reported in Table 7. A different FFNN is used 
for each of the eight variables reported in  
Table 8. 

4 FFNN + FE approach with 
Single-net architecture 

The input dataset for each FFNN used is 
constituted by a subset resulting from a FE 
process applied to the entire dataset 
constituted by all the twenty variables 
reported in Table 7. Only one FFNN is used to 
predict all the eight variables reported in  
Table 8. 

5 FFNN + FE approach with 
Multi-net architecture 

The input dataset for each FFNN used is 
constituted by a subset resulting from a FE 
process applied to the entire dataset 
constituted by all the twenty variables 
reported in Table 7. A different FFNN is used 
for each of the eight variables reported in  
Table 8. 

6 FFNN + FS + FE approach 
with Multi-net architecture 

The input dataset for each FFNN used is 
constituted by a subset resulting from a FS 
and subsequently a FE process applied to the 
entire dataset constituted by all the twenty 
variables reported in Table 7. A different 
FFNN is used for each of the eight variables 
reported in Table 8.  
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calculates the connection weights and biases in order to minimize the 
error between the network’s output and the output variables (also called 
target variables) during this phase. In the testing phase, the pre-trained 
network (with the weights and biases calculated during the training 
phase) is provided with new input data to predict the corresponding 
output variables. The obtained network outputs are then compared with 

the actual values to evaluate the prediction performance. The networks 
used in this work were implemented using the Matlab neural network 
tool and the Bayesian regularization algorithm for training. The net
works were trained for a maximum of 5000 epochs and the training 
process stops when the gradient reaches 1e− 7 or the 5000 epochs are 
reached. 

Fig. 9. Flow-chart of the diagnostic procedure that exploits the developed EHM systems.  

Fig. 10. A typical structure of a FFNN, the type used in this paper.  
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4.2. PCA and KPCA for FS and FE 

PCA is a data analysis technique that is commonly used to analyse 
large datasets by identifying the most significant trends and associated 
variables. PCA is also used to determine how the total variation of the 
data is distributed among the principal components [93]. PCA reduces 
dimensionality in machine learning, transforming data into a lower- 
dimensional representation while retaining essential information. Both 
FE and FS can be achieved using PCA, but there are key differences 
between the two approaches. Specifically, in this work PCA was utilized 
to perform FS on the input variables. The PCA is widely used for FE as 
well, but in more complex systems, such as non-linear systems, the KPCA 
is more appropriate than the traditional PCA. Therefore, in this work, 
KPCA was used for FE. FE involves transforming the original features of 
the input data into a new set of features called principal components. 
These principal components are linear combinations of the original 
features that capture the most important information in the data. The 
number of components determines the reduced feature space dimen
sionality. On the other hand, FS involves keeping the most relevant 
original features, evaluating their importance, and retaining the most 
informative ones for analysis. FE is useful for reducing dimensionality in 
highly correlated and redundant data. FS is suitable when only a rele
vant subset of features is needed. Both techniques could improve ANN 
performance, with the choice based on analysis requirements. This study 
used these techniques to identify and extract relevant features from 
input data, enhancing prediction tool performance. The KPCA proceeds 
by mapping the input data Xk into a feature space Fk by means of a non- 
linear mapping φ and next performing a linear PCA in Fk [94] (Fig. 11 
[95]). 

Assuming centered mapped data, i.e. 
∑s

i=1φ(xi)
= 0 where s is the 

number of observations and xi is the single observation, KPCA di
agonalizes the covariance matrix of the mapped data φ(xi)

defined as: 

C =
1
s

∑s

i=1
φ(xi)

φ(xi)
T (15) 

To do this, the following equation must be solved for eigenvalues λ >
0 and eigenvectors ν ∈ Fk\{0}: 

λv = Cv (16)  

the right-hand member of which, using Eq. (15) becomes: 

Cv =
1
s
∑s

i=1

(
φ(xi)

⋅v
)
φ(xi)

(17) 

All the solutions v with λ ∕= 0 must lie within the span of φ(xi)
,⋯,φ(xs)

and the coefficients αi(i = 1,⋯, s) exist such that: 

v =
∑s

i=1
αiφ(xi)

(18) 

The set of equation defined as: 

λ
(
φ(xi)

⋅v
)
= φ(xi)

⋅Cv for i = 1, ⋯ , s (19)  

can be considered. After substituting Eqs. (15) and (18) in 19 and 
defining an s × s matrix K by kij ≡ k(xi, xj) = φ(xi)

⋅ φ(xj)
an eigenvalue 

problem it is obtained: 

sλα = Kα (20) 

(with α denotes the vector with entries α1, ⋯, αs) to be solved for 
nonzero eigenvalues λl and eigenvectors αl = (αl

1,⋯, αl
s)

T subject to 
normalization criterion λl

(
αl⋅αl

)
= 1. To obtain the principal compo

nents, the projections of input data Xk are computed onto the eigen
vectors vl. More details are available in [94–97]. 

4.3. Systems setup 

In this section, we provide an overview of the configuration used for 
the developed systems. This includes the number of neurons selected for 
the ANNs, the number of principal components retained in the FE pro
cess, and the criteria used to perform the FS process. Additionally, the 
evaluation criteria used to assess the prediction performance of the 
developed health monitoring systems are presented. 

4.3.1. Error metrics 
Prediction performance has been measured by using different error 

metrics, typically used to obtain the goodness of the models. More in 
detail, the just cited metrics are:  

• Mean Absolute Error (MAE)  
• Coefficient of Determination (CoD)  
• Maximum Absolute Error (MaxAE)  
• Mean Squared Error (MSE)  
• Root Mean Square Error (RMSE)  
• Normalized Error (n.e.) 

defined as: 

MAE =

∑s
i=1|pi − ti|

s
(21)  

CoD =

⎛

⎜
⎜
⎝

s
( ∑s

i=1tipi
)
−
( ∑s

i=1ti
)(∑s

i=1pi
)

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅[
s
( ∑s

i=1pi
2
)
−
( ∑s

i=1pi
)2

][
s
( ∑s

i=1ti
2
)
−
( ∑s

i=1ti
)2

]√

⎞

⎟
⎟
⎠

2

(22)  

MaxAE = MAXs
i=1(|pi − ti| ) (23)  

MSE =

∑s
i=1(pi − ti)

2

s
(24)  

Fig. 11. Linear PCA vs Kernel PCA.  
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RMSE =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1
s

∑s

i=1
(pi − ti)

2

√

(25)  

n.e.i =
(pi − ti)

std(t)
(26)  

where in our work pi is the prediction of the i-th observation, ti is the 
target value of the i-th observation, std(t) is the standard deviation of the 
targets and s is the number of observations. 

4.3.2. System 1: Simple FFNN approach with Single-net architecture 
In this system, all twenty variables presented in Table 7 were used as 

the input dataset for the FFNN, without performing any data reduction 
techniques. A single FFNN was used to predict all eight output variables. 
Each FFNN in this work consisted of only one hidden layer. Therefore, 
the only parameter that required tuning was the number of neurons in 
the hidden layer, which was determined through a sensitivity analysis to 
identify the optimal number of hidden neurons for each scenario. For the 
single FFNN used in System 1, 20 hidden neurons were used. In all 
training processes, 5% of the input dataset was allocated for validation 
purposes. 

4.3.3. System 2: Simple FFNN approach with Multi-net architecture 
This system is similar to the one previously described, with the 

exception that in this system eight different FFNNs were used, one for 
each output variable to be predicted. The complete dataset of twenty 
variables presented in Table 7 was used as the input dataset for each of 
the FFNNs used in this system. The parameters that needed to be set in 
this system were the number of hidden neurons for each of the FFNNs 
used, which are summarized in Table 11. Note that due to the fact that 
each FFNN in the Multi-net architecture is independent, a separate 
sensitivity analysis must be conducted for each different FFNN, resulting 
in a more time-consuming sensitivity analysis. 

4.3.4. System 3: FFNN + FS approach with multi-net architecture 
In system 3 FS has been applied. PCA was used to understand the 

correlation between the input variables and the output variable to be 
predicted. Fig. 12 illustrates the observations of the first two principal 
components of all relevant variables, both input and output. Each var
iable is represented by a line and each observation is represented by a 
dot. In this graph, the more perpendicular the lines corresponding to two 
variables are, the less correlated they are. 

In Fig. 12, the green and red lines represent the input variables, while 
the magenta lines represent the output variables, i.e. the PPs (or their 
CFs) to be predicted. As previously noted, the correlation between var
iables is indicated by the angle between them. The closer the angle is to 
90 degrees, the more uncorrelated the variables are. Taking this into 
account, the criterion used for the FS process is to remove all input 
variables whose direction falls within a specified angle around 90 de
grees relative to the direction of the output variable in question. FS was 
only applied using the Multi-net architecture, in which only one variable 
needs to be predicted by each FFNN, as it is challenging to find an input 
variable that is lowly correlated with all eight output variables when 
using the Single-net architecture, where all eight output variables must 

be predicted by the same FFNN. In more detail, the correlation between 
the twenty variables in the entire input dataset was studied for each of 
the eight output variables (one at a time), and a subset was obtained for 
each case. Table 12 lists the input variables that were discarded for each 
of the eight FFNNs used in System 3. The parameters that must be set in 
System 3 are the angular tolerance between the perpendicular direction 
of the output variable and the input variables for the FS process and the 
number of hidden neurons in the FFNN used. The angle chosen is 10 
degrees, thus any input variable whose direction falls within the range of 
− 10 to 10 degrees relative to the perpendicular direction of the output 
variables were removed. Table 13, on the other hand, indicates the 
number of hidden neurons employed. 

4.3.5. System 4: FFNN + FE approach with Single-net architecture 
In system 4, KPCA was employed to perform FE on the entire input 

dataset, consisting of all 20 variables listed in Table 7. KPCA accom
plishes this by constructing a new dataset composed of new variables 
referred to as principal components, which are numerically distinct from 
the original variables, but linearly dependent on them. The new dataset 
retains the same amount of information present in the original one. The 
principal components are sorted in order of the amount of information 
they contain, with the first component having the most and the last 
component having the least. Data reduction is achieved by discarding 
some of the last principal components, i.e., those containing the least 
amount of information, depending on the desired degree of reduction. 
This results in a reduction of the dataset size and in the computational 
effort without a lost in prediction performance. In System 4, the Single- 
net architecture was employed, meaning that only one FFNN was uti
lized to predict all eight PPs (or their CFs). In this scenario, the pa
rameters that must be set are the number of hidden neurons for the 
single FFNN used, and the number of principal components to retain 
during the FE process. A sensitivity analysis was conducted to determine 
the optimal number of principal components to retain. In System 4, 20 
hidden neurons were utilized, and 10 principal components were 
retained. 

4.3.6. System 5: FFNN + FE approach with Multi-net architecture 
In system 5 a multi-net architecture was employed. This entails the 

use of a distinct FFNN for each of the eight variables to be predicted, and 
the implementation of a FE process for each of these FFNNs. Table 14 
provides an overview of the number of hidden neurons and the number 
of principal components retained for each of the FFNNs used in System 
5. These parameters have been chosen based on a sensitivity analysis on 
the influence of their values on the predictive performance. 

4.3.7. System 6: FFNN + FE + FS approach with Multi-net architecture 
This is the most complex system developed in this work. It involves 

the use of the multi-net architecture, which entails the use of eight 
distinct FFNNs. Therefore, eight different subsets have been derived 
from the initial dataset, which consists of all twenty variables listed in 
Table 7, by implementing both a FE and FS process. In more detail, a FS 
process was initially performed to eliminate the input variables that are 
less correlated with the output variables, considered one at a time, 
similar to the approach used in System 3. Subsequently, the FE process 
was conducted on the eight subsets obtained from the FS process. The 
input variables that were discharged during the FS process are the same 
ones that were removed during the FS process in System 3 (Table 13). In 
this complex case, the parameters that must be set are the angular 
tolerance between the perpendicular direction of the output variable 
and the input variables for the FS process, the number of hidden neu
rons, and the number of principal components retained for each of the 
FFNNs used. As in previous case, the angle considered is 10 degrees, thus 
any input variable whose direction falls within the range of − 10 to 10 
degrees relative to the perpendicular direction of the output variables 
were removed, while Table 15 provides information on the number of 
hidden neurons and principal components retained for each FFNN. 

Table 11 
Number of hidden neurons in the FFNNs used in System 2.  

Net number Predicted PP Hidden neurons 

1 ηc (CF) 6 
2 fc (CF) 4 
3 ηb,p 10 
4 ηb,c 6 
5 ηHPS 6 
6 ηLPS 6 
7 ηe,m (CF) 8 
8 Ri (CF) 8  

M.G. De Giorgi et al.                                                                                                                                                                                                                           



Measurement 227 (2024) 114212

14

5. Results and discussions 

In this section, the results obtained from the systems previously 
described are presented and discussed. A total of six different systems 
were utilized and their results are compared. For further information, 
please refer to Table 10. 

Figs. 13–16 display the results obtained in the prediction of the eight 
PPs (or their CFs) using the six developed systems. The results will now 

be analyzed. In the prediction of ηc (CF), the results are very good, as 
indicated by the CoD metrics, which are all equal to 1. The best results 
are provided by System 2 and System 3, with a MAE of 0.00097 and 
0.00088 respectively. The worst results are yielded by System 4, with a 
MAE of 0.00207. The results for the prediction of fc (CF), the second 
parameter selected for the compressor, are still good. The CoD values are 
slightly lower than the previous case, ranging from 0.99 to 1. In this 
scenario, System 3 continues to exhibit one of the best results with a 

Fig. 12. Correlation between input and output variables.  

Table 12 
Discharged input variables after application of a FS process.  

Net number Variable to predict Discharged inputs 

1 ηc (CF) h, TT2, TP2 

2 fc (CF) I 
3 ηb,p h, TT2, TP2 

4 ηb,c h, ΔT, TT2, TP2, TP6 

5 ηHPS PLA, OPR 
6 ηLPS TT5, TP5, wf 

7 ηe,m (CF) PLA, ωHPS, OPR 
8 Ri (CF) TP6  

Table 13 
Number of hidden neurons in the FFNNs used in System 3.  

Net number Predicted PP Hidden neurons 

1 ηc (CF) 6 
2 fc (CF) 10 
3 ηb,p 6 
4 ηb,c 6 
5 ηHPS 6 
6 ηLPS 6 
7 ηe,m (CF) 4 
8 Ri (CF) 4  

Table 14 
Number of hidden neurons and principal components used in System 5.  

Net number Predicted PP Hidden neurons Principal Components 

1 ηc (CF) 6 10 
2 fc (CF) 4 15 
3 ηb,p 10 10 
4 ηb,c 6 11 
5 ηHPS 6 10 
6 ηLPS 6 12 
7 ηe,m (CF) 8 7 
8 Ri (CF) 8 10  

Table 15 
Number of hidden neurons and principal components used in System 6.  

Net number Predicted PP Hidden neurons Principal Components 

1 ηc (CF) 6 10 
2 fc (CF) 10 9 
3 ηb,p 6 10 
4 ηb,c 6 10 
5 ηHPS 6 10 
6 ηLPS 6 13 
7 ηe,m (CF) 4 7 
8 Ri (CF) 4 10  
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Fig. 13. Prediction results for ηc (CF) and fc (CF). All the six developed systems are compared. The used error metrics were obtained by using Eqs. (21)-(23).  

Fig. 14. Prediction results for ηb,p and ηb,c. All the six developed systems are compared. The used error metrics were obtained by using Eqs. (21)-(23).  
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Fig. 15. Prediction results for ηHPS and ηLPS. All the six developed systems are compared. The used error metrics were obtained by using Eqs. (21)-(23).  

Fig. 16. Prediction results for ηe,m (CF) and Ri (CF). All the six developed systems are compared. The used error metrics were obtained by using Eqs. (21)-(23).  
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MAE of 0.00188. The prediction performance of System 2, however, is 
visibly worse as seen from all error metrics used. Better performance is 
provided by System 1, with a MAE of 0.00181. Very good results are also 
obtained for ηb,p, with CoD values all equal to 1. From Fig. 14, a marked 
difference between Systems 2 and 3 is evident. The performance of these 
two systems is very good, with a MAE of 0.0000025 and 0.0000035 
respectively. System 4 shows the worst results, with a MAE of 0.00089. 
In ηb,c prediction, the same pattern is observed. Systems 2 and 3 are the 
best, with a MAE of 0.00014 and 0.00011 respectively, while System 4 
shows the worst results, with a MAE of 0.0015. In ηHPS prediction, CoD 
values remain all equal to 1. In this case as well, Systems 2 and 3 
continue to provide the best results, with a MAE of 0.000055 and 
0.000058 respectively. Similarly, System 4 continues to perform poorly, 
with a MAE of 0.0017. A marked difference between the systems is 
evident. The results for the prediction of ηLPS are similar, with CoD 
values remaining equal to 1. System 4 continues to perform poorly, with 
a MAE of 0.0014. However, in this scenario, there is a significant dif
ference in the performance of Systems 2 and 3. System 2 emerges as the 
best, with a MAE of 0.000045. In the prediction of ηe,m (CF), CoD values 
remain equal to 1. In this case, however, the worst system is the 6th, 
which has a MAE of 0.0018. The best performance is still provided by 
Systems 2 and 3. For these two systems, the MAEs are 0.0000012 and 
0.000016 respectively. Although both systems provide excellent results, 
the superior performance of System 2 is evident. Finally, the results for 
the prediction of Ri (CF) are also very good, with CoD values remaining 
equal to 1. In this scenario, the worst performing systems are the 4th and 
6th, which exhibit similar performance, unlike previous cases where a 
specific system performed poorly across all error metrics. The best 

results are once again provided by Systems 2 and 3, which show very 
similar performance. However, System 2 is the best, with a MAE of 
0.0000034. Systems 2 and 3 are the top performers in almost all cases, 
with a clear distinction from the other developed systems. An exception 
occurs in the prediction of fc (CF), where System 2 is the worst performer 
and System 1 is the best. In the prediction of ηLPS instead, System 2 is the 
best performer, while System 3 shows a significant drop in performance. 
Fig. 17 compares the target values to the predicted values by all six 
developed systems, along with the normalized errors. It is evident that 
the normalized errors remain below 0.3, except for fc (CF) where a peak 
in the normalized error of System 2 is present and for ηLPS where a peak 
of the errors of System 6 is apparent, reaching the value of − 0.38. Lastly, 
Fig. 18 shows the total training time required for each of the six systems 
presented, highlighting that Systems 1 and 4 have the longest time, 
primarily due to their use of the Single-net architecture. Specifically, the 
use of FS process in System 4 results in a decrease in input variables and 
subsequently leads to 8.8 s reduction in training time. The use of Multi- 
net architecture also leads to a decrease in training time, as seen from 
the required time for Systems 2, 3, 5, and 6. In the Multi-net architec
ture, the total training time reported in Fig. 18 is the sum of the training 
times required by each FFNN that makes up the systems in question. 
Unsurprisingly, the least time-consuming system for the training process 
is the 6th, which is the most complex system developed in this work, 
incorporating both data reduction techniques. This system took 12.75 s 
for the training process, 24.17 s less than System 1, which has the 
longest training time. 

The superior performance of System 2 can be attributed to its simple 
structure, employing a straightforward feedforward neural network 

Fig. 17. Comparison between target and predicted values, together with the related normalized errors (n.e.). The normalized errors were obtained by using Eq. (26).  
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(FFNN) within the Multi-net architecture. This combination enhances 
training efficiency by requiring the network to learn the physical cor
relations with only one output variable. 

On the other hand, System 3 demonstrates commendable perfor
mance, occasionally outperforming System 2. This success can be 
credited to the Multi-net architecture and the impact of the feature se
lection (FS) process. FS optimizes training by removing unnecessary 
input variables, streamlining the learning process and preventing po
tential confusion for the network. 

Conversely, System 4 often exhibits subpar performance, indicating a 
lower-quality training process. This is likely due to the challenge of 
training the network to learn the relationship between the inputs and all 
output variables simultaneously, as seen in the Single-net architecture. 
Additionally, comparing with System 1, the application of the FE process 
appears to intensify the learning challenge for the network, as evidenced 
by the comparison between System 2 and System 5. 

5.1. Comparison with other prediction methods 

To demonstrate the efficiency of the present prediction method, 
following a sensitivity analysis, an in-depth comparison with various 
machine learning methods deriving from the matlab regression learner 
tool has been performed. This comparison is detailed in Table 16, with 
the models trained using the original data (without feature selection or 
feature extraction), well described in the associated references listed in 
Table 16, referring to the associated Matlab tutorials. 

The comparison includes commonly used regression methods such as 
linear regression (LR) models, decision trees (DTs), Gaussian process 
regression (GPR) models, support vector machines (SVMs), and en
sembles of tree models. The default parameters were utilized for the 
models in this study. It’s worth noting that more favourable outcomes 
can be attained through the optimization of model parameters. 

As evident in Section 5, System 2 consistently demonstrates superior 
performance across various cases. The comparisons provided in this 
section focus on System 2 as outlined in this work, utilizing different 
prediction methods, including our own and those reported in Table 16. 
The predicted variable is ηb,p, for which the best prediction performance 
was achieved. 

In Table 17, cells highlighted in green signify Machine Learning 
Techniques that exhibit superior performance, whereas those in red 

indicate the techniques with comparatively subpar performance. 
Notably, Table 17 highlights the superiority of the FFNN utilized in this 
study (indicated in bold at the top). The superiority of the ANNs 
compared with other Machine Learning Techniques is highlighted in 
many works available in literature. ANNs shown a high versatility, and 
can be adequately used in different scenarios, how demonstrated by 
many researches [56 98–104]. ANNs instead are one of the most used 
Machine Learning Techniques, as can be observed through adequate 
bibliographic research, and this underscores the satisfactory results 
achievable with this tool. 

The comparison reveals a remarkable improvement in performance, 
with a MAE lower by two orders of magnitude, MSE lower by four orders 
of magnitude, and RMSE lower by two orders of magnitude compared to 
the other machine learning methods. 

In the test dataset, Gaussian Kernel regression models (KE) were the 
worst models for predicting the parameters. 

From Table 17, one can discern the most effective prediction 
methods for each macro class of Machine Learning Techniques (LR, RT, 
SVM, EN, GPR, and KE). Fig. 19 supplements this information by of
fering additional insights into the prediction performance of these top 
methods. It highlights their prediction capacity across various ranges of 
percentage differences (p.d.) concerning the healthy condition of the 
predicted variable. Upon detailed analysis of the figure, a discernible 
pattern emerges regarding the influence of percentage difference (p.d.) 
on the prediction performance, particularly notable for RT, EN, and KE- 
based models. 

Most models demonstrate satisfactory predictive accuracy for 
degradation levels lower than 5%, and the predicted values closely align 
with the measured data. Nonetheless, as degradation increases, the 
predictive error rises. 

Specifically, when comparing predictions for ηb,p values below 5% 
deviation from the healthy condition to those falling within the range of 
15% to 20% deviation, there is a notable increase in Mean Absolute 
Error (MAE) for RT, EN, and KE-based methods. For example, the MAE 
for RT increases from 0.0114 to 0.0218, for EN from 0.0087 to 0.0231, 
and for KE from 0.0310 to 0.0973. 

Significantly, the worst performance of the RT and KE-based models 
was readily discernible in Table 17, emphasizing the paramount 
importance of this observation, notably for the KE-based model. To 
provide a more comprehensive comparison, the fifth plot in Fig. 19 

Fig. 18. Total training time of the six developed systems in seconds.  
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(labeled “Overall”) displays the MAE values obtained by considering all 
ηb,p values. These values align with the MAE values presented in 
Table 17 for the best models under consideration. 

LR models feature predictors that encompass linear model parame
ters, which are not only straightforward to interpret but also boast rapid 
predictive capabilities. These qualities have significantly boosted the 
popularity of LR models. However, the constrained model structures 
associated with LR models often result in lower predictive accuracy. 

GPR model is very appropriate for developing the prediction model, 
especially in the case of scarce data sets. 

The poorest performance is observed in the case of kernel approxi
mation models, generally used for nonlinear regression of data with 
many observations. For large in-memory datasets, kernel approximation 
models tend to train and predict more quickly than SVM models with 

Gaussian kernels. Gaussian kernel regression models map predictors 
from a low-dimensional space to a high-dimensional space and then fit a 
linear model to the transformed predictors in the high-dimensional 
space. Kernel-based models, particularly with high-dimensional ker
nels, can lack interpretability, making it challenging to understand and 
explain the relationships they capture. These models are sensitive to the 
choice of hyperparameters, such as the kernel type and its parameters, 
which can require careful tuning. Furthermore Kernel-based models 
may struggle with generalization when the dataset has a high degree of 
noise or when the underlying relationships are highly complex and in 
the case of small datasets, may be prone to overfitting and not generalize 
well to unseen data. 

Low prediction performance has been obtained also using Tree- 
based. For small to moderately sized datasets with clear feature 
importance requirements, tree-based models might be preferred, while 
for very large datasets with complex patterns, as in this case, neural 
networks outperform. For tree-based models, it’s crucial to have an 
extensive training dataset that encompasses the full spectrum of 
changing trends. Without this comprehensive dataset, the tree-based 
models may struggle to deliver accurate predictions during testing 
phases. 

The decrease in performance, however, could also be attributed to 
the limited availability of data for training the system in cases of higher 
degradation. The decision to supply networks with reduced data as the 
level of degradation intensifies is motivated by the aim to mimic real- 
world conditions, where degradation typically remains below 5% 
before any maintenance intervention and only escalates to higher levels 
in extreme scenarios. As the level of degradation increases, the occur
rence of such cases becomes rarer. Despite the decline in performance 
for predicting high degradation cases in the mentioned models, the re
sults remain within an acceptable range. 

Additionally, a noteworthy detail is observed: all the MAE values 
obtained by considering only the ηb,p values below 5% deviation from 
the healthy condition are higher than those obtained when considering 
all the ηb,p values. This information suggests a greater ability of these 
models to accurately predict the ηb,p variable when dealing with lower 
levels of degradation. 

5.2. Effect of measurement noise on performance prediction 

In a real-world scenario, measurements from sensors are often 
accompanied by a small source of disturbances that can slightly reduce 
accuracy in detection. The presence of measurement noises may influ
ence the prediction performance of diagnostic systems. This section 
provides an analysis conducted to observe the impact of measurement 
noise on prediction performance. The analysis is conducted by intro
ducing a noise source to the input data obtained from simulations and 
predicting the values of only one PP (as in a Multi-net scenario), i.e., ηb,p, 
for which the best prediction performance was achieved, as evidenced in 
Section 5. The introduced noise was simulated as a maximum percent
age variation of the base value (absence of noise). The maximum per
centage variations are derived from those available in [113,114] and are 
presented in Table 18. 

The value of 0.1375% was considered as the average of the other 
values. In the present analysis, four different noise scenarios were 
considered: 25%, 50%, 75%, and 100% of the maximum added noise. In 
the case of 25% of the maximum added noise, a random percentage 
variation falling within the range {–25% of the maximum added noise: 
+25% of the maximum added noise} was applied to each base data 
point. For example, considering the TT2 variable, which is associated 
with a maximum added noise of ±0.4%, in the scenario with 25% of the 
maximum added noise, a random percentage variation within the range 
{–25% of 0.4%: +25% of 0.4%} is applied to each base value of TT2. The 
same process is followed for the other three cases. Using this approach, 
we investigate the impact of noise levels on prediction performance. The 
results are presented in Section 5.2. 

Table 16 
Some details about the method provided in the RL tool of MATLAB 2023a used 
for comparison with FFNN. The “Description” column provides a brief overview 
of the regression model, while the “Options” column offers additional infor
mation about the details enclosed in parentheses in column “Method”.  

Method Description Options  

FFNN (used in 
this work) 

A simple FFNN model. More detailed descriptions in 
Sections 4.1, 4.3.2-4.3.7 

[105] 

LR (linear) 

A simple linear 
regression model. 

modelspec (Linear, 
Interactions linear) and 
RobustOpts (Robust 
linear): different 
specifications used by the 
algorithm. 

[106] 

LR 
(Interactions 
linear) 

LR (Robust 
linear) 

SLR (Linear) A stepwise linear 
regression model. At 
each step, predictors are 
added or removed from a 
constant model, based on 
a certain criterion. 

modelspec: different 
specifications used by the 
algorithm. 

[107] 

RT (Fine) A decision tree model for 
regression. 
A regression model with 
a hierarchical structure 
made by edges and 
nodes, these latter which 
make decisions. 

MinLeafSize: minimum 
number of observations of 
each leaf (final nodes with 
no children nodes.) 
Fine: 4; Medium: 12; 
Coarse: 36. 

[108] 

RT (Medium) 
RT (Coarse) 

SVM (Linear) 

A SVM regression model, 
which is a nonparametric 
one based on Kernel 
Functions (KFs). 

KernelFunction (Linear, 
Quadratic, Cubic, 
Gaussian): KF used by the 
algorithm. Linear: Linear 
KF; Quadratic: polynomial 
KF of order 2; Cubic: 
polynomial KF of order 3; 
Fine/Medium/Coarse 
Gaussian: Gaussian KF. 
Kernelscale (Fine, 
Medium, Coarse) 
: value by which the 
values of the predictors 
matrix are divided. Fine: 
1.1; Medium: 4.5; Coarse: 
18. 

[109] 

SVM 
(Quadratic) 

SVM (Cubic) 
SVM (Fine 

Gaussian) 
SVM (Medium 

Gaussian) 
SVM (Coarse 

Gaussian) 

EN (Boosted 
trees) 

An EN regression model, 
which is a predictive 
model composed of a 
weighted combination of 
multiple regression trees. 

Method: represents the 
ensemble aggregation 
method, Boosted trees or 
Bagged trees. 

[110] EN (Bagged 
trees) 

GPR (Squared 
Exponential) 

A GPR model is a 
probabilistic model, 
nonparametric and based 
on KFs. 

KernelFunction: KF used 
by the algorithm. 

[111] 

GPR (Matern 
52) 

GPR 
(Exponential) 

GPR (Rational 
quadratic) 

KE (SVM) 
A Gaussian Kernel 
regression model. 

Learner: represents the 
linear regression model 
type. 

[112] 
KE (Least 

Squares 
Regression)  
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Table 17 
Comparison between the model used in this work (FFNN) and the ones available in the RL tool from Matlab 2023a. LR: Linear Regression; RT: Regression Tree; SVM: 
Support Vector Machine; EN: Ensemble; GPR: Gaussian Process Regression; NN: Neural Network; KE: Kernel. The used metrics are defined in Section 4.3.1.  

Fig. 19. MAE of the six best prediction methods for different p.d. of the predicted variable.  
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In this section, the results of the analysis conducted to assess the 
impact of the presence of measurement noise on prediction performance 
are presented. The details of the analysis are available in Section 3.4. 
Fig. 20 illustrates the variations in MAE, CoD, and MaxAE metrics across 
the four different degradation scenarios considered, compared with the 
case of the absence of measurement noise (No noise). From Fig. 20, it is 
evident that there is a performance deterioration with the increase in 
noise level, as suggested by the corresponding increase in MAE. How
ever, prediction performance remains acceptable, with MAE staying at 
the order of 10-4. Additionally, CoD, consistently remaining close to 1, 
indicates high performance at each noise level. 

6. Conclusions 

The goal of this study is to develop a dependable EHM system for 
HEPSs, which are currently under-researched, by investigating the 
impact of various data reduction techniques. The proposed method has 
demonstrated the capability to efficiently and accurately predict 
component degradation in hybrid aircraft engines operating under 
different operating conditions. This method can assist in condition- 
based maintenance by enhancing the assessment of short-term perfor
mance status in such engine architectures. 

The results suggest that a similar health monitoring approach could 
be applicable in a real-case scenario and serves as a starting point for the 

scientific community to develop more advanced diagnostic tools for 
hybrid propulsion systems, which are an emerging technology. The 
present work describes six EHM systems utilized to predict the health 
status of a HEPS employed in lightweight helicopters. Currently, health 
monitoring is crucial to ensure flight safety and cost savings, particularly 
with more complex systems like a HEPS. The cost increase estimate 
provided in Section 3.2 indeed highlights an increase of approximately 
0.56 dollars per 10 km of cruise, passing from a healthy condition (6.42 
dollars) to a degraded one (6.98 dollars). The developed systems were 
evaluated by comparing their predictions with target values obtained 
from simulations. Furthermore, an analysis of the effect of measurement 
noise was conducted, and the results suggest a negligible decrease in 
prediction performance with the considered noise levels. All the systems 
showed very good results with high accuracy. However, the main find
ings highlighted from the study are as follows:  

• The Multi-net architecture requires less training time compared with 
the Single-net one. 

• The Multi-net architecture provides improved prediction perfor
mance for nearly all of the predicted parameters, as evidenced by 
comparing the performance of System 1 and System 4 with their 
counterparts utilizing the Multi-net architecture, i.e., System 2 and 
System 5, respectively.  

• The FE process seems to result in a worsening of the prediction 
performance, as evidenced by comparing System 1 and System 3 
with System 4 and System 6, respectively.  

• The FS process does not consistently yield positive effects in all cases, 
as evidenced by comparing System 2 and System 5 with System 3 and 
System 6, respectively.  

• Due to the exceptionally high prediction performance provided by all 
the tested systems, the primary advantage of using a Multi-net ar
chitecture and incorporating FE and FS techniques becomes evident 
when comparing the total training times of each system. 

Table 18 
Maximum noise levels considered for this analysis for each variable.  

Input variable Maximum added noise (as percentage 
variation) 

PLA, h, vf, k, I, V ±0.1375 % 
ΔT, TT2, TT3, TT4, TT5, TT6, wf ±0.4 % 
TP2, TP3, TP4, TP5, TP6, OPR ±0.1 % 
ωHPS ±0.02%  

Fig. 20. MAE, CoD and MaxAE in ηb,p prediction in different noise scenarios: No noise (base data), 25%, 50%, 75% and 100% of the maximum noise levels indicated 
in Table 18. 
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• The performance decrease resulting from the application of FE and, 
frequently, from the application of FS, might be compensated by the 
reduction in training time. This is especially relevant given that the 
overall performance remains quite high. The choice to apply a data 
reduction technique is ultimately up to the user. 

• The time savings from incorporating a second data reduction tech
nique in a system that already utilizes one may be minimal. 
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