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Abstract
In this work we present a novel bulk-surface virtual element

method (BSVEM) for the numerical approximation of ellip-

tic bulk-surface partial differential equations in three space

dimensions. The BSVEM is based on the discretization

of the bulk domain into polyhedral elements with arbi-

trarily many faces. The polyhedral approximation of the

bulk induces a polygonal approximation of the surface. We

present a geometric error analysis of bulk-surface polyhe-

dral meshes independent of the numerical method. Then,

we show that BSVEM has optimal second-order conver-

gence in space, provided the exact solution is H2+3∕4
in

the bulk and H2
on the surface, where the additional

3

4
is

due to the combined effect of surface curvature and polyhe-

dral elements close to the boundary. We show that general

polyhedra can be exploited to reduce the computational

time of the matrix assembly. Two numerical examples on

the unit sphere and on the Dupin ring cyclide confirm the

convergence result.
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2 FRITTELLI ET AL.

1 INTRODUCTION

In this work, we introduce the bulk-surface virtual element method (BSVEM) for the numerical approx-

imation of elliptic bulk-surface partial differential equations (BSPDEs) in three space dimensions (3D)

of the following form:

⎧
⎪
⎨
⎪
⎩

−Δu(x) + u(x) = f (x), x ∈ Ω;
− ΔΓv(x) + v(x) + ∇u(x) ⋅ 𝝂(x) = g(x), x ∈ Γ;
∇u(x) ⋅ 𝝂(x) = −𝛼u(x) + 𝛽v(x), x ∈ Γ,

(1)

where Ω ⊂ R3
is an open set such that Γ = 𝜕Ω is a smooth surface, Δ is the Laplace operator in Ω, ΔΓ

is the Laplace–Beltrami operator on Γ [32], 𝝂 is the outward unit normal vector field on Γ, 𝛼, 𝛽 > 0,

and f ∶ Ω → R and g ∶ Γ → R are data. The problem (1) is taken from [33] and is the prototype of

coupled BSPDEs, a class of problems that is recently drawing attention in the literature. More generally,

given a number 𝑑 ∈ N of space dimensions, a system of BSPDEs comprises of m ∈ N PDEs posed in

the bulk Ω ⊂ R𝑑

, coupled with n ∈ N PDEs posed on the surface Γ ∶= 𝜕Ω through (i) either linear

or non-linear coupling conditions [51], (ii) linear or nonlinear coupled kinetics [37] and possibly (iii)

cross-diffusion [38]. The quickly growing interest toward stationary or time-dependent BSPDEs arises

from the numerous applications of such PDE problems in different areas, such as cellular biological

systems [27, 34, 50, 55], fluid dynamics [18, 22, 48], plant biology [56], biological patterning [36, 47],

and electrochemistry [46] among many other applications.

Among the various state-of-the art numerical methods for the spatial discretization of BSPDEs

existing in the literature we mention bulk-surface finite elements (BSFEM) [33, 45, 51, 52], trace

finite elements [44], cut finite elements [22], discontinuous Galerkin methods [26], kernel collocation

method [25], and closest point method [49].

The purpose of the present paper is to introduce a novel BSVEM of lowest polynomial degree

k = 1 for the spatial discretization of elliptic BSPDEs in 𝑑 = 3 space dimensions. The BSVEM

is a substantial extension of the recently introduced virtual element method (VEM) for the numeri-

cal approximation of several classes of PDEs on flat domains [7] or surfaces [40]. The key feature

of VEM is that of being a polyhedral method, that is, it handles elements of a quite general polyhe-

dral shape, rather than just of tetrahedral shape [7]. The success of virtual elements is due to several

advantages arising from polyhedral mesh generality, such as: (i) computationally cheap mesh pasting

[16, 24, 40], (ii) efficient adaptive algorithms [23], (iii) flexible approximation of the domain and its

boundary [28], (iv) nonconforming elements [43], and (iv) the possibility of enforcing higher regular-

ity to the numerical solution [4, 13, 21]. Thanks to these advantages, several extensions of the original

VEM for the Poisson equation [7] were developed for numerous PDE problems, such as heat [60] and

wave equations [59], reaction-diffusion systems [1], Cahn–Hilliard equation [4], Stokes equation [12],

Helmholtz equation [53], linear elasticity models [8], plate bending [21], fracture problems with

geophysical applications [15, 41], eigenvalue problems [54] and many more.

On one hand, our proposed numerical methodology combines the VEM for the bulk equations [10]

with the surface virtual element method (SVEM) [40] for the surface equations. On the other hand,

the numerical method extends the two-dimensional BSVEM introduced in [35]. A marked difference

with the work presented in [35] is that the surface PDEs were solved using the (one-dimensional)

surface finite elements while, in this work, we employ virtual elements for both bulk and surface PDEs.

Here, the method relies on an arbitrary polyhedral discretization of the bulk and its corresponding

induced polygonal approximation of the surface. To the best of our knowledge, this kind of geometrical

approximation is novel in the literature. In the special case of tetrahedral meshes, the method boils
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FRITTELLI ET AL. 3

down to the BSFEM [33, 52]. Since polyhedral meshes imply a geometric error in the approximation

of curved boundaries, in this work we confine the BSVEM to the lowest polynomial degree k = 1

for the approximation space, when the geometric error does not dominate [30]. To formulate a higher

order BSVEM it is then necessary to consider polyhedral elements with curved faces. However, the

definition of a computable VEM function space on curved polygons and polyhedra is a challenging

task that was addressed only in specific cases [5, 14, 29]. Furthermore, in our context, the coupled

nature of the model problem (1) constrains the discrete function space on Γ = 𝜕Ω to be the trace of

the discrete function space in Ω. A high order BSVEM that simultaneously fulfils all these properties

is part of our current studies. The theoretical novelty of the present study is threefold:

1. We provide a geometric error analysis of polyhedral bulk-surface meshes that is independent of

the numerical method and applies, in principle, to any method based on polyhedral bulk-surface

meshes.

2. We carry out a full error analysis of the BSVEM. The proposed method possesses optimal

second-order convergence provided the numerical solution is H2+3∕4(Ω) in the bulk instead of

the usual requirement of H2(Ω), see [33]. However, our analysis requires such extra regularity

only in the simultaneous presence of a curved boundary Γ and non-tetrahedral elements close

to the boundary, a novel case. We point out that such extra regularity comes for free in most

models and applications, where the domains are smooth and the solutions are infinitely differ-

entiable. To the best of the authors’ knowledge, it remains an open problem to determine if such

extra regularity is also a necessary condition.

3. In the case 𝛽 = 0 in (1), the first equation in (1) becomes a bulk-only PDE with non-zero Neu-

mann boundary conditions. Hence, a by-product of the proposed analysis is that the lowest-order
VEM for bulk-only elliptic PDEs in 3D retains optimal convergence in the simultaneous presence
of a curved boundary Γ, non-tetrahedral elements close to Γ, and non-zero Neumann boundary
data. Interestingly enough, this problem was fully addressed only in specific cases. For example,

in the simplest case (FEM on tetrahedral meshes), the result was proven in [6]. For the case of

VEM on general polyhedral meshes, the seminal work [10] is confined to polyhedral domains.

Then, in [14] and [29] the authors consider a VEM in 2D with curved edges and a VEM in 3D

with curved faces, respectively, to take out the geometric error. In [17] the authors introduce a

2D VEM with suitable algebraic corrections that account for curved boundaries. The present

work addresses the 3D setting and, to the best of the authors’ knowledge, fills the theoretical

gap on geometric error analysis for the bare-bone VEM for the lower order case.

In addition, we show that the usage of suitable polyhedra drastically reduces the computational time

of matrix assembly on equal meshsize in comparison to the tetrahedral BSFEM. This property, which

already holds true in the 2D case [35], is even more accentuated in 3D. Similar results are obtained

in the literature through other methods, such as trace [44] or cut [22] finite elements. This property is

particularly beneficial when matrix assembly takes the vast majority of the computational time, that is,

for (i) time-independent problems [33] and (ii) time-dependent problems on evolving domains, where

the matrices must be computed at each timestep [39].

The structure of our article is as follows. In Section 2, we derive the weak formulation of problem

(1) and we state existence, uniqueness, and regularity results. In Section 3, we introduce polyhedral

bulk-surface meshes and analyse the geometric error. In Section 4, we introduce the BSVEM for

problem (1). In Section 5, we carry out the convergence analysis. In Section 6, we show that polyhe-

dral meshes can significantly reduce the computational time of the matrix assembly. In Section 7, we

provide two numerical examples to demonstrate: (i) polyhedral mesh generation on general geometries

and (ii) the optimal convergence of the BSVEM. In Section 8, we state our conclusions and outline
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4 FRITTELLI ET AL.

future research directions. In Appendix A, we provide basic definitions and results required for the

analysis.

2 WEAK FORMULATION, EXISTENCE AND REGULARITY

To obtain the weak formulation of (1), we multiply the first two equations of (1) by two test functions

𝛼𝜑 ∈ H1(Ω) and 𝛽𝜓 ∈ H1(Γ), respectively, then we apply Green’s formula in the bulk Ω and on

the curved manifold Γ [32], respectively. We obtain the following formulation: find u ∈ H1(Ω) and

v ∈ H1(Γ) such that

⎧
⎪
⎪
⎨
⎪
⎪
⎩

𝛼 ∫Ω (∇u ⋅ ∇𝜑 + u𝜑) = 𝛼 ∫Ω f𝜑 + 𝛼 ∫Γ
𝜕u
𝜕𝝂

𝜑;

𝛽 ∫Γ (∇Γv ⋅ ∇Γ𝜓 + v𝜓) + 𝛽 ∫Γ
𝜕u
𝜕𝝂

𝜓 = 𝛽 ∫Γ g𝜓,
(2)

for all 𝜑 ∈ H1(Ω) and 𝜓 ∈ H1(Γ). By using the third equation of (1) in (2) and summing over the

equations, we obtain the following weak formulation: find (u, v) ∈ H1(Ω) × H1(Γ) such that

b((u, v); (𝜑,𝜓)) = 𝛼 ∫Ω f𝜑 + 𝛽 ∫Γ g𝜓, (3)

for all (𝜑,𝜓) ∈ H1(Ω) × H1(Γ), where b((u, v); (𝜑,𝜓)) ∶ (H1(Ω) × H1(Γ))2 → R is the bilinear form

defined by

b((u, v); (𝜑,𝜓)) = 𝛼 ∫Ω (∇u ⋅ ∇𝜑 + u𝜑) + 𝛽 ∫Γ (∇Γv ⋅ ∇Γ𝜓 + v𝜓) + ∫Γ(𝛼u − 𝛽v)(𝛼𝜑 − 𝛽𝜓).

The variational formulation (3) fulfils the following result on existence, uniqueness and regularity

found in [33].

Theorem 1 (Existence, uniqueness, and regularity [33]). If Γ is a 3 surface, f ∈ L2(Ω)
and g ∈ L2(Γ), the variational problem (3) has a unique solution (u, v) ∈ H2(Ω) × H2(Γ)
that fulfils the following bound

||(u, v)||H2(Ω)×H2(Γ) ≤ C||(f , g)||L2(Ω)×L2(Γ). (4)

Thanks to elliptic regularity, it is also possible to show that if f ∈ H1(Ω) and g ∈ H1(Ω), the

regularity improves to

||(u, v)||H3(Ω)×H2(Γ) ≤ C||(f , g)||L2(Ω)×L2(Γ). (5)

3 GEOMETRIC ANALYSIS

In this section, we introduce bulk-surface polyhedral meshes and we analyse the geometric approxi-

mation error. The present analysis is independent of the numerical method and applies, in principle,

to any polyhedral method for BSPDEs.

3.1 Polyhedral bulk-surface meshes

Let h > 0 be a positive number called meshsize and let Ωh = ∪E∈h E be a polyhedral approximation

of the bulk Ω, where h is a set of non-degenerate compact polyhedra. The polyhedral bulk Ωh auto-

matically induces a polygonal approximation Γh of Γ, defined by Γh = 𝜕Ωh, exactly as in the case of
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FRITTELLI ET AL. 5

tetrahedral meshes, see [33]. Notice that we can write Γh = ∪F∈h F, where h is the set of the faces of

Ωh that constitute Γh. We assume that:

(F1) The diameter of each element E ∈ h does not exceed h;

(F2) For any two distinct elements or faces, their intersection is either empty, or a common vertex,

or a common edge, or a common face.

(F3) All nodes of Γh lie on Γ;

(F4) Every face F ∈ h is contained in the Fermi stripe U of Γ (see Figure 1).

(V1) There exists 𝛾1 > 0 such that every E ∈ h and every face F of E is star-shaped with respect

to a ball (with center xE and xF, respectively) of radius 𝛾1hE and 𝛾1hF respectively, where hE
and hF are the diameters of E and F, respectively;

(V2) There exists 𝛾2 > 0 such that for all E ∈ h and for and every face F of E, the distance

between any two nodes of E or F is at least 𝛾2hE or 𝛾2hF, respectively.

Assumptions (F1)–(F4) are standard in the SFEM literature, see for instance [32], while Assump-

tions (V1) and (V2) are standard in the VEM literature, see for instance [7]. The combined Assumptions

(F1)–(V2) will prove sufficient in our bulk-surface setting. In the following definitions and results,

we provide the necessary theory for estimating the geometric error arising from the boundary

approximation.

Definition 1 (Essentials of polyhedral bulk-surface meshes). An element E ∈ h is

called an exterior element if it has at least a face or an edge contained in Γh, otherwise

E is called an interior element. Let ΩB be the discrete narrow band defined as the union

of the exterior elements of Ωh as illustrated in Figure 1b. From Assumption (F4), for any

face F contained in Γh we have that a(F) ⊂ Γ, where a is the normal projection defined in

Lemma 5.

Observe that, for sufficiently small h > 0, the discrete narrow band ΩB is contained in the Fermi

stripe U as shown in Figure 1b. Let N ∈ N and let xi, i = 1, … ,N, be the nodes of Ωh. Let M ∈ N,

(a) (b)

FIGURE 1 Illustration of the continuous domain, the discrete domain, and related notations.

 10982426, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/num

.23040 by U
niversitá D

el Salento Ser Inf B
ibliot "L

a Stecca", W
iley O

nline L
ibrary on [29/05/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



6 FRITTELLI ET AL.

M < N and assume that the nodes of Γh are xk, k = 1, … ,M, that is, the first M nodes of Ωh.

Throughout the article, we need the following reduction matrix R ∈ RN×M
defined as R ∶= [IM; 0],

where IM is the M ×M identity matrix. The reduction matrix R fulfils the following two properties:

• For v ∈ RN
; RTv ∈ RM

is the vector with the first M entries of v;

• For w ∈ RM
; Rw ∈ RN

is the vector whose first M entries are those of w and the other N −M
entries are 0.

In what follows, we will use the matrix R for an optimized implementation of the BSVEM.

3.2 Variational crime

We now consider the geometric error due to the boundary approximation. Since the surface variational

crime in surface virtual elements is well-understood [40], we will mainly focus on the variational crime

in the bulk. To this end, it is useful to analyse the relation between any element E ∈ h and a suitably

defined exact element ̆E (a curved version of E), see Figure 2 for an illustration. For the special case

of tetrahedral meshes with at most one boundary face per element, ̆E is rigorously defined and there

exists a 2
mapping with 2

inverse between E and ̆E. Such mapping is linearly close to the identity

with respect to the meshsize, see [33]. In the more general case when E has more than four faces and/or

multiple boundary faces, we will show the existence of a mapping between E and a suitably defined ̆E
with slightly weaker regularity, which is sufficient for our purposes.

Lemma 1 (Domain parametrization). Let h fulfil assumptions (F1)–(V2). There exists
a homeomorphism G ∶ Ωh → Ω such that G ∈ W1,∞(Ωh) and

G|Γh = a|Γh ; (6)

G|Ωh⧵ΩB = I; (7)

||JG − I||L∞(ΩB) ≤ Ch; (8)

|| det(JG) − 1||L∞(ΩB) ≤ Ch; (9)

||G − I||L∞(ΩB) ≤ Ch2
, (10)

where a is the normal projection defined in Lemma 5 in the Appendix, JG is the Jacobian
of G, C > 0 is a constant that depends on Γ, the constants 𝛾1, 𝛾2 are those considered
in Assumptions (V1) and (V2), and I is the identity matrix. Even if restricted to a single
element E ∈ h, G might not be 2 (not even 1) unless E is a tetrahedron.

Proof . Consider a bulk element E ∈ h and assume that all of the faces of E that are

contained in Γh are also in the Fermi stripe U, see Figure 2a. Pick a face F of E and let

xE and xF be as in Assumption (V1). By joining xE and xF with the midpoints of two

consecutive edges of F, a tetrahedron T is obtained, see Figure 2b. By proceeding in this

fashion, E can be subdivided into a finite amount NE of tetrahedra T1, … ,TNE that are

quasi-uniform thanks to the geometric assumptions (V1) and (V2). Then, replace each Ti
by its exact (curved) counterpart ̆Ti as defined in [33], see Figure 2c. The exact element

̆E is then defined by replacing each Ti by its curved counterpart ̆Ti, see Figure 2d. The
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FRITTELLI ET AL. 7

(a)

(c) (d)

(b)

FIGURE 2 Steps of the construction of the exact element ̆E corresponding to a given element E, following Lemma 1. The

symbols U,Γ,E are color-matched with the figure.

claimed map G is constructed piecewise by applying [33, Proposition 4.7] for all the Ti’s

of each E ∈ h. If restricted to a single Ti, the map G is 2
[33, Lemma 4.6]. ▪

Thanks to Lemma 1, it is possible to define bulk- and surface-lifting operators.

Definition 2 (Bulk- and surface-lifting operators). Given V ∶ Ωh → R and W ∶ Γh → R,

their lifts are defined by V𝓁 ∶= V ◦G−1
and W𝓁 ∶= W ◦G−1

, respectively. Conversely,

given v ∶ Ω → R and w ∶ Γ → R, their inverse lifts are defined by v−𝓁 ∶= v◦G and

w−𝓁 ∶= w◦G, respectively, with G ∶ Ωh → Ω being the mapping defined in Lemma 1.

Lemma 1 also enables us to show the equivalence of Sobolev norms under lifting as illustrated next.

Lemma 2 (Equivalence of norms under lifting). There exists two constants c2 > c1 > 0

depending on Γ and 𝛾2 such that, for all V ∶ Ωh → R and for all W ∶ Γh → R,

c1||V𝓁||L2(Ω) ≤ ||V||L2(Ωh) ≤ c2||V𝓁||L2(Ω); (11)
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8 FRITTELLI ET AL.

c1|V𝓁|H1(Ω) ≤ |V|H1(Ωh) ≤ c2|V𝓁|H1(Ω); (12)

c1||W𝓁||L2(Γ) ≤ ||W||L2(Γh) ≤ c2||W𝓁||L2(Γ); (13)

c1|W𝓁|H1(Γ) ≤ |W|H1(Γh) ≤ c2|W𝓁|H1(Γ); (14)

|W|H2(Γh) ≤ c2|W𝓁|H2(Γ) + c2h|W𝓁|H1(Γ). (15)

Proof . Estimates (11) and (12) follow by using the map G introduced in Lemma 1 in the

proof of [33, Proposition 4.9]. A proof of (13)–(15) is in [32, Lemma 4.2]. ▪

We are ready to estimate the effect of lifting on bulk- and surface integrals.

Lemma 3 (Geometric error of lifting). If u, 𝜑 ∈ H1(Ω), then
|
|
|
|
|
∫Ω ∇u ⋅ ∇𝜑 − ∫Ωh

∇u−𝓁 ⋅ ∇𝜑−𝓁
|
|
|
|
|
≤ Ch|u|H1(Ω𝓁B)

|𝜑|H1(Ω𝓁B)
, (16)

|
|
|
|
|
∫Ω u𝜑 − ∫Ωh

u−𝓁𝜑−𝓁
|
|
|
|
|
≤ Ch||u||L2(Ω𝓁B)

||𝜑||L2(Ω𝓁B)
, (17)

where C > 0 depends on Γ, 𝛾1 and 𝛾2. If v, 𝜓 ∈ H1(Γ), then
|
|
|
|
|
∫Γ ∇Γv ⋅ ∇Γ𝜓 − ∫Γh

∇Γh v−𝓁 ⋅ ∇Γh𝜓
−𝓁
|
|
|
|
|
≤ Ch2|v|H1(Γ)|𝜓|H1(Γ); (18)

|
|
|
|
|
∫Γ v𝜓 − ∫Γh

v−𝓁𝜓−𝓁
|
|
|
|
|
≤ Ch2||v||L2(Γ)||𝜓||L2(Γ), (19)

where C > 0 depends on Γ, 𝛾1 and 𝛾2.

Proof . To prove (16) and (17) it suffices to use the bulk geometric estimates (7)–(9) in

the proof of [33, Lemma 6.2]. A proof of (18) and (19) can be found in [32]. ▪

Remark 1 (Polyhedral meshes and curved boundaries). From Lemma 1, we know that

G might not be a 2
mapping with 2

inverse in the simultaneous presence of general

polyhedral elements and curved boundaries. This issue does not arise in the absence

of curved boundaries [10], when G is the identity by construction, nor in the absence

of non-tetrahedral elements [45]. This implies that, in the simultaneous presence of

curved boundaries and non-tetrahedral elements, the lifting operator does not preserve the

Sobolev regularity of functions. That is to say, for E ∈ h the inverse lift of an H2( ̆E)
function is not, in general, H2(E). Now, since our analysis requires full regularity of the

exact solution mapped on the polyhedral domain, we need an alternative mapping instead

of the lifting. Hence, we consider the Sobolev extension.

Lemma 4 (Geometric error of Sobolev extension). There exist C > 0 such that

||ũ − u−𝓁||L2(Ωh) ≤ Ch2||u||H2+1∕4(Ω), ∀ u ∈ H2+1∕4(Ω); (20)

|ũ − u−𝓁|H1(Ωh) ≤ Ch
3

2 ||u||H2(Ω) + Ch||u||H2+3∕4(Ω), ∀ u ∈ H2+1∕4(Ω), (21)

where ũ denotes the Sobolev extension of u, defined in Theorem 7.
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FRITTELLI ET AL. 9

Proof . By using (A6), (A7) in Appendix A with 𝛾 = 3

4
, (7) and (10) we have that

||ũ − u−𝓁||L2(Ωh) = ||ũ − ũ◦G||L2(Ωh) ≤ C||ũ||H3∕2+3∕4(Ωh)||(I − G)3∕4||L2(Ωh)

C||u||H3∕2+3∕4(Ω)||(I − G)3∕4||L2(ΩB) ≤ C||u||H3∕2+3∕4(Ω)|ΩB|
1∕2||I − G||

3∕4

L∞(ΩB)

≤ Ch
1

2 h
3

2 ||u||H3∕2+3∕4(Ω) = Ch2||u||H2+1∕4(Ω), (22)

which proves (20). Notice that, in the last line of (22), the h
1

2 term is the effect of the

Sobolev extension being exact except on the discrete narrow bandΩB. Using (8), (10), and

(A3), (A6) in Appendix A, we have that

|ũ − u−𝓁|H1(Ωh) = ||∇ũ − (JT
G ∇ũ)◦G||L2(Ωh) ≤ (23)

||(I − JT
G ◦G)||L∞(Ωh)||∇ũ||L2(ΩB) + ||JT

G ◦G||L∞(Ωh)||∇ũ − ∇ũ◦G||L2(Ωh) ≤
Ch||∇ũ||L2(ΩB) + C||∇ũ − ∇ũ◦G||L2(Ωh) ≤ Ch

3

2 ||u||H2(Ω) + C||∇ũ − ∇ũ◦G||L2(Ωh).

Since ũ ∈ H2+1∕2+𝛾 (Ωh), then∇ũ ∈ H1+1∕2+𝛾 (Ωh). Hence, by reasoning as in (22) we have

that

||∇ũ − ∇ũ◦G||L2(Ωh) ≤ C
𝛾
h

1

2
+2𝛾 ||u||H2+1∕2+𝛾 (Ω). (24)

By substituting (24) into (23) we get the desired estimate. ▪

4 THE BULK-SURFACE VIRTUAL ELEMENT METHOD

In this section, we introduce the BSVEM for problem (1).

4.1 Virtual element space on polygons and polyhedra

We start by defining virtual element spaces on polygons and polyhedra by following [10], but we

simplify the presentation, as the present work is confined to first-degree elements. We start from the

two dimensional spaces. Let F be a polygon that, without loss of generality, lies in R2
. A preliminary

virtual element space on F is given by

̃V(F) ∶=
{

v ∈ H1(F) ∩ 0(F) ||
|
v|e ∈ P1(e), ∀ e ∈ edges(F) ∧ Δv ∈ P1(F)

}
, (25)

where P1(F) is the space of linear polynomials on the polygon F. Let us consider the elliptic projection

Π∇F ∶ ̃V(F)→ P1(F) defined by

∫F
∇(v − Π∇F v) ⋅ ∇p1 = 0 ∀ p1 ∈ P1(F) ∧ ∫

𝜕F
(v − Π∇F v) = 0. (26)

Thanks to Green’s formula, the operator Π∇F is computable, see [3] for the details. The so-called

enhanced virtual element space in two dimensions is now defined as follows:

V(F) ∶=
{

v ∈ ̃V(F) ||
| ∫F

vp1 = ∫F
(Π∇F v)p1, ∀ p1 ∈ P1(F)

}

. (27)

For the three dimensional spaces, let now E be a polyhedron. The boundary space on 𝜕E and the

preliminary virtual element space on E are defined by

(𝜕E) = {v ∈ 0(𝜕E)|v|F ∈ V(F), ∀F ∈ faces(E)};
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10 FRITTELLI ET AL.

̃V(E) ∶=
{

v ∈ H1(E) ||
|
v|𝜕E ∈ (𝜕E) ∧ Δv ∈ P1(E)

}
,

where P1(E) is the space of linear polynomials on the polyhedron E. Let us consider the elliptic

projection Π∇E ∶ ̃V(E)→ P1(E) defined by

∫E
∇(v − Π∇E v) ⋅ ∇p1 = 0 ∀ p1 ∈ P1(E) ∧ ∫

𝜕E
(v − Π∇E v) = 0. (28)

Once again, the operatorΠ∇E is computable, see [3] for the details. The enhanced virtual element space

in 3D is now defined as follows:

V(E) ∶=
{

v ∈ ̃V(E) ||
| ∫E

vp1 = ∫E
(Π∇E v)p1, ∀ p1 ∈ P1(E)

}

. (29)

The practical usability of the spaces V(F) and V(E) stem from the following result.

Proposition 1 (Degrees of freedom [3]). Let n ∈ N. If E is a polygon or a polyhedron
with n vertexes xi, i = 1, … , n, then dim(V(E)) = n and each function v ∈ V(E) is
uniquely defined by the nodal values v(xi), i = 1, … , n. Hence, the nodal values constitute
a set of degrees of freedom.

The following definition allows to correctly handle functions that are multiply defined on the

junction between elements.

Definition 3 (Broken Sobolev norms). Given two collections of functions {uE ∶ E →
R|E ∈ h} and {vF ∶ F → R|F ∈ h}, the broken Sobolev seminorms are defined as

follows:

|u|s,Ω,h ∶=

(
∑

E∈h

|uE|
2

Hs(E)

) 1

2

, and |v|s,Γ,h ∶=

(
∑

F∈h

|vF|
2

Hs(F)

) 1

2

, s = 1, 2.

Technical estimates for polynomial interpolation on polygons and polyhedra are given in the

following result.

Proposition 2 (Projection error on polynomials [19]). For s = 1, 2, given two col-
lections of functions {uE ∈ Hs(E)|E ∈ h} and {vF ∈ Hs(F)|F ∈ h}, there exist
u
𝜋
∈
∏

E∈h
P1(E) and v

𝜋
∈
∏

F∈h
P1(F) such that

||u − u
𝜋
||0,Ω,h + h|u − u

𝜋
|1,Ω,h ≤ Chs|u|s,Ω,h; (30)

||v − v
𝜋
||0,Γ,h + h|v − v

𝜋
|1,Γ,h ≤ Chs|v|s,Γ,h, (31)

where C > 0 is a constant that depends only on 𝛾1.

The global virtual element spaces in the bulk and on the surface are defined by matching of degrees

of freedom across elements:

VΩ ∶= {v ∈ H1(Ωh) | v|E ∈ V(E), ∀ E ∈ h}; (32)

VΓ ∶= {v ∈ 0(Γh) | v|F ∈ V(F), ∀ F ∈ h}. (33)

In the global spaces VΓ and VΩ we consider the Lagrange basis functions 𝜑i ∈ VΩ for i = 1, … ,N
and 𝜓i′ ∈ VΓ for i′ = 1, … ,M, where each 𝜑i and each 𝜓i′ are uniquely defined by 𝜑i(xj) = 𝛿ij for all

i, j = 1, … ,N and 𝜓i′ (xj′ ) = 𝛿i′j′ for all i′, j′ = 1, … ,M, respectively, with 𝛿ij being the Kronecker
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FRITTELLI ET AL. 11

symbol. The sets {𝜑i, i = 1, … ,N} and {𝜓i′ , i′ = 1, … ,M} are bases of VΩ and VΓ, respectively,

thanks to Proposition 1. It is easy to see that the bulk- and surface-Lagrange basis functions fulfil the

following relation:

𝜑i|Γh = 𝜓i, ∀ i = 1, … ,M. (34)

4.2 Approximation of bilinear forms

In order to derive a spatially discrete formulation of the weak continuous problem (3) we need suitable

approximate bilinear forms. We will follow [3, 7]. In the remainder of this section, let F and E be

elements of Γh and Ωh, respectively. The stabilizing forms SF ∶ V(F) × V(F) → R and SE ∶ V(E) ×
V(E)→ R are defined by

SF(v,w) ∶=
∑

P∈ vertexes (F)
v(P)w(P), ∀ v, w ∈ V(F); (35)

SE(v,w) ∶=
∑

P∈ vertexes (E)
v(P)w(P), ∀ v, w ∈ V(E), (36)

respectively. The L2
projectors Π0

F ∶ V(F) → P1(F) and Π0

E ∶ V(E) → P1(E) are defined as follows:

for v ∈ V(F) and w ∈ V(E):

∫F
(v − Π0

Fv)p = 0, ∀p ∈ P1(F); (37)

∫E
(w − Π0

Ew)p = 0, ∀p ∈ P1(E), (38)

respectively. As shown in [3],Π0

F andΠ0

E are computable becauseΠ0

F = Π∇F andΠ0

E = Π∇E . Even ifΠ0

F
and Π0

E are not new projectors, the presentation and the analysis of the method benefit from the usage

of the equivalent definitions (37) and (38). Moreover, since Π0

F = Π∇F and Π0

E = Π∇E , the boundedness

property of projection operators in Hilbert spaces translates to

||Π0

Fv||L2(F) ≤ ||v||L2(F) and |Π0

Fv|H1(F) ≤ |v|H1(F); (39)

||Π0

Ew||L2(E) ≤ ||w||L2(E) and |Π0

Ew|H1(E) ≤ |w|H1(E). (40)

We are now ready to introduce the approximate L2
bilinear forms mF ∶ V(F) × V(F) → R and

mE ∶ V(E) ×V(E)→ R, defined as follows:

mF(v,w) ∶= ∫F
(Π0

Fv)(Π0

Fw) + area(F)SF(v − Π0

Fv,w − Π0

Fw); (41)

mE(v,w) ∶= ∫E
(Π0

Ev)(Π0

Ew) + volume(E)SE(v − Π0

Ev,w − Π0

Ew), (42)

respectively. The approximate gradient-gradient bilinear forms aF ∶ V(F) × V(F) → R and aE ∶
V(E) ×V(E)→ R are defined by

aF(v,w) ∶= ∫F
(∇Π∇F v) ⋅ (∇Π∇F w) + SF(v − Π∇F v,w − Π∇F w); (43)

aE(v,w) ∶= ∫E
(∇Π∇E v) ⋅ (∇Π∇E w) + diam(E)SE(v − Π∇E v,w − Π∇E w), (44)

respectively. The definitions of aE, aF, mE, and mF imply the following result.
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12 FRITTELLI ET AL.

Proposition 3 (Stability and consistency [11, 20]). The bilinear forms aE, aF, mE, and
mF are consistent, that is,

aF(v, p) = ∫F
∇v ⋅ ∇p; mF(v, p) = ∫F

vp, ∀p ∈ P1(F); (45)

aE(v, p) = ∫E
∇v ⋅ ∇p; mE(v, p) = ∫E

vp, ∀p ∈ P1(E). (46)

The bilinear forms aE, aF, mE, and mF are stable, meaning that there exist two constants
0 < 𝛼∗ < 𝛼

∗ depending on 𝛾2 such that, for all v ∈ V(F) and w ∈ V(E)

𝛼∗ ∫F
∇v ⋅ ∇v ≤ aF(v, v) ≤ 𝛼∗ ∫F

∇v ⋅ ∇v; 𝛼∗ ∫F
v2 ≤ mF(v, v) ≤ 𝛼∗ ∫F

v2; (47)

𝛼∗ ∫E
∇w ⋅ ∇w ≤ aE(w,w) ≤ 𝛼∗ ∫E

∇w ⋅ ∇w; 𝛼∗ ∫E
w2 ≤ mE(w,w) ≤ 𝛼∗ ∫E

w2
. (48)

We observe from (47) and (48) that the approximate bilinear forms aE, aF, mE, and mF do not

converge to their exact counterparts, see also [7]. Nevertheless, we will show that the method retains

optimal convergence thanks to the consistency properties (45) and (46). The global bilinear forms

aΓh ,mΓ
h ∶ VΓ ×VΓ → R, and aΩh ,mΩ

h ∶ VΩ ×VΩ → R are defined elementwise:

aΓh (v,w) ∶=
∑

F∈h

aF(v|F,w|F); mΓ
h (v,w) ∶=

∑

F∈h

mF(v|F,w|F); (49)

aΩh (v,w) ∶=
∑

E∈h

aE(v|E,w|E); mΩ
h (v,w) ∶=

∑

E∈h

mE(v|E,w|E). (50)

From Proposition 3, mΓ
h and mΩ

h are positive definite, while aΓh and aΩh are positive semi-definite.

4.3 Approximation of the load terms

The approximate bilinear forms mΓ
h and mΩ

h presented in the previous section are not sufficient to

discretize load terms like ∫Γ g𝜑 and ∫Ω f𝜑, because g and f are not in the spaces VΓ and VΩ,

respectively.

Definition 4 (Surface- and bulk-virtual Lagrange interpolants). Given f ∈ 0(E), E ∈
h and g ∈ 0(F), F ∈ h, the virtual Lagrange interpolants IE(f ) of f and IF(g) of g
are the unique V(E) and V(F) functions, respectively, such that IE(f )(x) = f (x) for all

x ∈ vertexes(E) and IF(g)(x) = g(x) for all x ∈ vertexes(F), respectively. Given two

collections of functions {fE ∈ 0(E)|E ∈ h} and {gF ∈ 0(F)|F ∈ h}, their global

interpolants are the collections of functions defined by IΩ(f ) = {IE(fE)|E ∈ h} and

IΓ(g) = {IF(gF)|F ∈ h}.

Proposition 4 (Interpolation error [20]). Given two collections of functions {fE ∈
H2(E)|E ∈ h} and {gF ∈ H2(F)|F ∈ h}, it holds that

||f − IΩ(f )||L2(Ωh) + h|f − IΩ(f )|1,Ω,h ≤ Ch2|f |2,Ω,h; (51)

||g − IΓ(g)||L2(Γh) + h|g − IΓ(g)|1,Γ,h ≤ Ch2|g|2,Γ,h, (52)

respectively, where C > 0 depends only on 𝛾1.
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FRITTELLI ET AL. 13

4.4 The spatially discrete formulation

The discrete counterpart of the weak elliptic problem (3) is: find (U,V) ∈ VΩ ×VΓ such that

bh((U,V); (𝜑,𝜓)) = 𝛼mΩ
h (IΩ(f ), 𝜑) + 𝛽mΓ

h (IΓ(g), 𝜓), ∀(𝜑,𝜓) ∈ VΩ ×VΓ, (53)

where bh ∶ (VΩ ×VΓ)2 → R is the discrete bilinear form defined by

bh((U,V); (𝜑,𝜓)) ∶= 𝛼
(
aΩh (U, 𝜑)+mΩ

h (U, 𝜑)
)
+𝛽

(
aΓh (V , 𝜓)+mΓ

h (V , 𝜓)
)
+ mΓ

h (𝛼U − 𝛽V , 𝛼𝜑 − 𝛽𝜓).
(54)

The discrete formulation (53) is suitable for the theoretical error analysis. We now derive an equivalent

formulation of the discrete problem (53) that is suitable for the implementation. To this end, we express

the spatially discrete solution (U,V) in the Lagrange bases as follows:

U(x) =
N∑

i=1

𝜉i𝜑i(x), x ∈ Ωh; and V(x) =
M∑

k=1

𝜂k𝜓k(x), x ∈ Γh. (55)

Hence, problem (53) is equivalent to: find 𝝃 ∶= (𝜉i, … , 𝜉N)T ∈ RN
and 𝜼 ∶= (𝜂1, … , 𝜂M)T ∈ RM

such that

{∑N
i=1
𝜉i
(
aΩh (𝜑i, 𝜑j) + mΩ

h (𝜑i, 𝜑j)
)
+
∑M

k=1

(
𝛼𝜉kmΓ

h (𝜑k, 𝜑l) − 𝛽𝜂kmΓ
h (𝜓k, 𝜑l)

)
=
∑N

i=1
f (xi)mΩ

h (𝜑i, 𝜑j);
∑M

k=1
(𝜂kaΓh (𝜓k, 𝜓l) − 𝛼𝜉kmΓ

h (𝜑k, 𝜓l) + (𝛽 + 1)𝜂kmΓ
h (𝜓k, 𝜓l)) =

∑M
k=1

g(xk)mΓ
h (𝜓k, 𝜓l),

(56)

for all j = 1, … ,N and l = 1, … ,M. We define the matrices AΩ = (aΩi,j) ∈ RN×N
, MΩ = (mΩ

i,j) ∈
RN×N

, AΓ = (aΓk,l) ∈ RM×M
and MΓ = (mΓ

k,l) ∈ RM×M
as follows:

aΩi,j ∶= aΩh (𝜑i, 𝜑j), and mΩ
i,j ∶= mΩ

h (𝜑i, 𝜑j), i, j = 1, … ,N; (57)

aΓk,l ∶= aΓh (𝜓k, 𝜓l), and mΓ
k,l ∶= mΓ

h (𝜓k, 𝜓l), k, l = 1, … ,M. (58)

By using (34) and defining f ∶= (f (x1), … , f (xN))T ∈ RN
and g ∶= (g(x1), … , g(xM))T ∈ RM

we

can rewrite the discrete formulation (56) as a block (N +M) × (N +M) linear algebraic system:

{
AΩ𝝃 +MΩ𝝃 + 𝛼RMΓRT

𝝃 − 𝛽RMΓ𝜼 = MΩf;
AΓ𝜼 − 𝛼MΓRT

𝝃 + (𝛽 + 1)MΓ𝜼 = MΓg,
(59)

where R is the reduction matrix defined in Section 3.1. In compact form, the linear system (59) reads

[
AΩ +MΩ + 𝛼RMΓRT −𝛽RMΓ

−𝛼MΓRT AΓ + (𝛽 + 1)MΓ

][
𝝃

𝜼

]

=

[
MΩf
MΓg

]

. (60)

It is possible to show that the coefficient matrix of (60) is sparse and unstructured.

We conclude this section by outlining the challenges involved in extending the BSVEM to the

higher order case.

Remark 2 (Extension of BSVEM to higher order). Lemma 1 implies that curved polyhe-

dral meshes are necessary to achieve higher order spatial convergence. The main challenge

in devising a higher order BS-VEM resides in the construction of discrete function spaces

VΩ and VΓ on curved meshes, such that the discrete bilinear forms (49) and (50) are com-

putable. For the bulk space VΩ, the problem was addressed in special cases: (i) in 2D

where Γ is a curve [14] and (ii) in 3D for a Darcy problem in mixed form [29]. To the best

of the authors’ knowledge, the problem for 3D differential operators in non-mixed form
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14 FRITTELLI ET AL.

is still an open problem. For the surface space VΓ, a parametric VEM relying on explic-

itly known local charts was proposed in [5]. An additional challenge is that the coupling

condition given by the third equation in (1) constrains the surface space VΓ to be the trace

of the bulk space VΩ, so the two spaces cannot be constructed independently from each

other. A high order BSVEM that simultaneously addresses these challenges is part of our

current investigations.

5 CONVERGENCE ANALYSIS

To derive error estimates for the discrete solution we need a bulk-surface Ritz projection tailored for

the variational problem (3).

Definition 5 (Bulk-Surface Ritz projection). The bulk-surface Ritz projection of a pair

(u, v) ∈ H1(Γ) × H1(Ω) is the unique pair (u,v) ∈ VΩ ×VΓ such that

bh((u,v); (𝜑,𝜓)) = b((u, v); (𝜑𝓁 , 𝜓𝓁)), ∀(𝜑,𝜓) ∈ VΩ ×VΓ. (61)

The bulk-surface Ritz projection is well-defined since bh is coercive.

Theorem 2 (H1(Ω) × H1(Γ) a priori error bound for the bulk-surface Ritz projection).
For any (u, v) ∈ H2+3∕4(Ω) × H2(Γ) it holds that

||(u, v) − (u,v)𝓁||H1(Ω)×H1(Γ) ≤ Ch||(u, v)||H2+3∕4(Ω)×H2(Γ), (62)

where the additional index 3∕4 appears only in the simultaneous presence of curved
boundaries and non-tetrahedral exterior elements.

Proof . We set eh = (eΩh , eΓh ) ∶= (u− u−𝓁 ,v− v−𝓁). From (46)–(48), and (61) we have

𝛼∗ min(𝛼, 𝛽)||eh||H1(Ω)×H1(Γ) ≤ bh(eh, eh) = 𝛼
⎛
⎜
⎜
⎜
⎝

aΩh (eΩh , eΩh )
⏟⏞⏞⏟⏞⏞⏟

T
1

+ mΩ
h (eΩh , eΩh )

⏟⏞⏞⏞⏟⏞⏞⏞⏟

T
2

⎞
⎟
⎟
⎟
⎠

+ 𝛽
⎛
⎜
⎜
⎜
⎝

aΓh (eΓh , eΓh )
⏟⏞⏞⏟⏞⏞⏟

T
3

+ mΓ
h (eΓh , eΓh )

⏟⏞⏞⏟⏞⏞⏟

T
4

⎞
⎟
⎟
⎟
⎠

+ mΓ
h (𝛼eΩh − 𝛽eΓh , 𝛼eΩh − 𝛽eΓh )

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

T
5

. (63)

We estimate T1 using (16), (21), (30), (46), (61) and the continuity of aΩh :

T1 = aΩh (u, eh) − aΩh (u−𝓁 , eh) = ∫Ω ∇u ⋅ ∇e𝓁h + aΩh (ũ − u−𝓁 , eh) + aΩh (ũ𝜋 − ũ, eh) − aΩh (ũ𝜋, eh)

= ∫Ω ∇u ⋅ ∇e𝓁h − ∫Ωh

∇ũ
𝜋
⋅ ∇eh + aΩh (ũ − u−𝓁 , eh) + aΩh (ũ𝜋 − ũ, eh)

= ∫Ω ∇u ⋅ ∇e𝓁h − ∫Ωh

∇u−𝓁 ⋅ ∇eh + ∫Ωh

∇(u−𝓁 − ũ) ⋅ ∇eh + ∫Ωh

∇(ũ − ũ
𝜋
) ⋅ ∇eh

+ aΩh (ũ − u−𝓁 , eh) + aΩh (ũ𝜋 − ũ, eh)

≤ C
(

h||u||H2(Ω) + h
3

2 ||u||H2(Ω) + Ch||u||H2+3∕4(Ω)

)
|eh|H1(Ωh). (64)
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FRITTELLI ET AL. 15

We estimate T2 in the same way by using (17), (21), (30), (46) and the continuity of mΩ
h :

T2 ≤ Ch2
(
||u||H2(Ω) + ||u||H2+1∕4(Ω)

)
||eh||L2(Ωh). (65)

We estimate T3 by reasoning as for T1, but this time there is no need for the Sobolev

extension because, as opposed to the H2(Ω) norm, the H2(Γ) norm is preserved under

lifting thanks to (15). This implies that v−𝓁 is H2
on each face of Γh and thus fulfils the

optimal error estimate for the projection (31). Hence, by using (18), (31), and (45), the

estimate for T3 reads as follows:

T3 = aΓh (v, eΓh ) − aΓh (v−𝓁 , eΓh ) = ∫Γ ∇Γv ⋅ ∇ΓeΓ,𝓁h + aΓh (v−𝓁𝜋 − v−𝓁 , eh) − aΓh (v−𝓁𝜋 , eΓh )

= ∫Γ ∇Γv ⋅ ∇ΓeΓ,𝓁h − ∫Γh

∇Γh v−𝓁
𝜋
⋅ ∇Γh eΓh + aΓh (v−𝓁𝜋 − v−𝓁 , eΓh )

= ∫Γ ∇Γv ⋅ ∇ΓeΓ,𝓁h − ∫Γh

∇Γh v−𝓁 ⋅ ∇Γh eΓh + ∫Γh

∇Γh (v
−𝓁 − v−𝓁

𝜋
) ⋅ ∇Γh eΓh + aΓh (v−𝓁𝜋 − v−𝓁 , eΓh )

≤ Ch||v||H2(Γ)|eh|H1(Γh). (66)

We estimate T4 in the same way as T3, by using (19) instead of (18) and choosing s = 1

instead of s = 2 in (30):

T4 ≤Ch||v||H1(Γ)||eh||L2(Γh). (67)

We estimate T5 exactly as T4 and then we apply the inverse trace inequality (A5) in

Appendix A:

T5 ≤ Ch
(
||v||H1(Γ) + ||Tru||H1(Γ)

) (
||eΓh ||L2(Γh) + ||TreΩh ||L2(Γh)

)

≤ Ch
(
||v||H1(Γ) + ||u||H2(Γ)

) (
||eΓh ||L2(Γh) + ||eΩh ||H1(Γh)

)
. (68)

By substituting (64)–(68) into (63) and applying a Young inequality argument, we get

the desired estimate (62). In (64) and (65) notice that, in the absence of curvature or

non-tetrahedral exterior elements, u−𝓁|E ∈ H2(E) for all elements E ∈ h, see Remark 1.

Then the Sobolev extension ũ is not needed and the terms in H2+3∕4(Ω) and H2+1∕4(Ω) do

not appear. This completes the proof. ▪

Theorem 3 (L2(Ω)×L2(Γ) error bound for the bulk-surface Ritz projection). Let Ω have
a 3 boundary. Then, for any (u, v) ∈ H2+3∕4(Ω) × H2(Γ) and for h sufficiently small, it
holds that

||(u, v) − (u,v)𝓁||L2(Ω)×L2(Γ) ≤ Ch2||(u, v)||H2+3∕4(Ω)×H2(Γ), (69)

with C > 0 depending onΩ, 𝛾1 and 𝛾2. In (69), the additional exponent 3∕4 arises only in
the simultaneous presence of curved boundaries and non-tetrahedral exterior elements.

Proof . We will use an adapted Aubin-Nitsche duality method. Consider the dual problem:

find (𝜂, 𝜃) ∈ H1(Ω) × H1(Γ) such that

b((𝜂, 𝜃); (𝜑,𝜓)) = ∫Ω(u − (u)𝓁)𝜑 + ∫Γ(v − (v)𝓁)𝜓, (70)

for all (𝜑,𝜓) ∈ H1(Ω) × H1(Γ). Since u − (u)𝓁 ∈ H1(Ω), thanks to (5), the variational

problem (70) has a unique solution (𝜂, 𝜃) ∈ H3(Ω) × H2(Γ) that fulfils
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16 FRITTELLI ET AL.

||(𝜂, 𝜃)||H3(Ω)×H2(Γ) ≤ C||(u, v) − (u,v)𝓁)||H1(Ω)×H1(Γ). (71)

By combining (62) and (71) we have that

||(𝜂, 𝜃)||H3(Ω)×H2(Γ) ≤ Ch||(u, v)||H2(Ω)×H2(Γ) + Ch||u||H2+3∕4(Ω). (72)

We can choose (𝜑,𝜓) = (eΩh , eΓh ) = (u, v) − (u,v)𝓁 in (70) and we get

||(u, v) − (u,v)𝓁||2L2(Ω)×L2(Γ) = ∫Ω 𝜑
2 + ∫Γ 𝜓

2 = b((𝜂, 𝜃); (u −u𝓁 , v −v𝓁)). (73)

The right hand side of (73) can be split into five terms, say T1, … ,T5 as in (63). We

explicitly show the estimation of the first of such terms—the most involved. The treatment

of the other terms is similar. By using (16) and (61) we have

T1 ∶= aΩh (𝜂, eΩh ) = ∫Ω ∇𝜂 ⋅ ∇
(
u − (u)𝓁

)

= ∫Ω ∇
(
u − (u)𝓁

)
⋅ ∇

(
𝜂 − IΩ(𝜂)𝓁

)
− ∫Ω ∇(u)𝓁 ⋅ ∇IΩ(𝜂)𝓁 + ah(u, IΩ(𝜂))

≤ |u − (u)𝓁|H1(Ω)|𝜂 − IΩ(𝜂)𝓁|H1(Ω) − ∫Ω ∇(u)𝓁 ⋅ ∇IΩ(𝜂)𝓁 + ah(u, IΩ(𝜂))

≤ |u − (u)𝓁|H1(Ω)|𝜂 − IΩ(𝜂)𝓁|H1(Ω) + Ch|(u)𝓁|H1(Ω𝓁B)
|IΩ(𝜂)|H1(Ω𝓁B)

− ∫Ωh

∇u ⋅ ∇IΩ(𝜂) + ah(u, IΩ(𝜂))

≤ C
(
|u − (u)𝓁|H1(Ω) + h

1

2 |u|H1(Ω𝓁B)

)(
|𝜂 − IΩ(𝜂)𝓁|H1(Ω) + h

1

2 |𝜂|H1(Ω𝓁B)

)

− ∫Ωh

∇u ⋅ ∇IΩ(𝜂) + aΩh (u, IΩ(𝜂)), (74)

where we have used h < h0 in the last inequality. We are left to estimate the right-hand-side

of (74) piecewise. First, from (62) and (A3) in Appendix A we have that

|u − (u)𝓁|H1(Ω) + h
1

2 |u|H1(Ω𝓁B)
≤Ch||(u, v)||H2(Ω)×H2(Γ) + Ch||u||H2+3∕4(Ω). (75)

Moreover, from (21), (51), (71), (72), and (A3), (A6) in Appendix A, we have that

|𝜂 − IΓ(𝜂)𝓁|H1(Ω) + h
1

2 |𝜂|H1(Ω𝓁B)
≤ C|𝜂−𝓁 − IΓ(𝜂)|H1(Ωh) + Ch||𝜂||H2(Ω)

≤ C|𝜂−𝓁 − 𝜂|H1(Ωh) + C|𝜂 − IΓ(𝜂)|H1(Ωh) + Ch||𝜂||H2(Ω)

≤ Ch2||𝜂||H3(Ω) + Ch||𝜂||H2(Ωh) + Ch||𝜂||H2(Ω) ≤ Ch||𝜂||H2(Ω) + Ch2||𝜂||H3(Ω)

≤ Ch||u − (u)𝓁||L2(Ω) + Ch3||(u, v)||H2(Ω)×H2(Γ) + Ch3||u||H2+3∕4(Ω). (76)

Finally, we estimate the last two terms in (74) by adapting the approach used in [60, Lemma

3.1]: from (21), (30), (46), (51), and (71) we have

aΩh (u, IΩ(𝜂)) − ∫Ωh

∇u ⋅ ∇IΩ(𝜂) = ∫Ωh

∇(u − ũ
𝜋
) ⋅ ∇(IΩ(𝜂) − 𝜂𝜋) − aΩh (u − ũ

𝜋
, IΩ(𝜂) − 𝜂𝜋)

≤ |u − ũ
𝜋
|1,Ω,h|IΓ(𝜂) − 𝜂𝜋|1,Ω,h ≤ Ch||(u, v)||H2+3∕4(Ω)×H2(Γ)Ch||𝜂||H2(Ω)

= Ch2||(u, v)||H2+3∕4(Ω)×H2(Γ)||u − (u)𝓁||L2(Ω). (77)

By combining (74)–(77) we get

T1 ≤ Ch2||(u, v)||H2+3∕4(Ω)×H2(Γ)||eΩh ||L2(Ω) + Ch4||(u, v)||2H2+3∕4(Ω)×H2(Γ). (78)
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FRITTELLI ET AL. 17

By estimating all remaining terms T2 … ,T5 as T1 in (78) and substituting into (73)

we get

||(eΩh , eΓh )||2L2(Ω)×L2(Γ) ≤Ch2||(u, v)||H2+3∕4(Ω)×H2(Γ)||(eΩh , eΓh )||L2(Ω)×L2(Γ) + Ch4||(u, v)||2H2+3∕4(Ω)×H2(Γ),

where the additional index 3∕4 appears only in the simultaneous presence of curved

boundaries and non-tetrahedral exterior elements, which proves (69). ▪

Theorem 4 (L2(Ω) × L2(Γ) and H1(Ω) × H1(Γ) error bounds for the BSVEM). Let Ω
have a 3 boundary. Then, if (f , g) ∈ H2+1∕4(Ω) × H2(Γ), the numerical solution (U,V)
fulfils

||(u, v) − (U,V)𝓁||L2(Ω)×L2(Γ) + h|(u, v) − (U,V)𝓁|H1(Ω)×H1(Γ) ≤ Ch2||(f , g)||H2+1∕4(Ω)×H2(Γ), (79)

with C > 0 depending on Ω, 𝛾1 and 𝛾2. In (79), the additional index 1∕4 arises
only in the simultaneous presence of curved boundaries and non-tetrahedral exterior
elements.

Proof . The proof relies on a standard error equation technique. The difference (u, v) −
(u,v)𝓁 is estimated in both L2(Ω)×L2(Γ) norm and H1(Ω)×H1(Γ) seminorm via (62)

and (69), respectively. It remains to estimate the term (u,v)𝓁−(U,V)𝓁 . To this end we

use the following error equation obtained by subtracting the discrete problem (53) from

the weak continuous problem (3) and using (61):

bh((u − U,v − V); (𝜑,𝜓)) = ∫Ω f𝜑𝓁 − mΩ
h (IΩ(f ), 𝜑) + ∫Γ g𝜓𝓁 − mΓ

h (IΓ(g), 𝜓). (80)

By choosing 𝜑 = u − U and 𝜓 = v − V , we estimate the left hand side of (80) using

(45) and (46), and the right hand side via (17), (19), (20), (51), and (52). It follows that

||(u,v)𝓁 − (U,V)𝓁||H1(Ω)×H1(Γ) ≤ Ch2||(f , g)||H2+1∕4(Ω)×H2(Γ), (81)

that is, the term ||(u,v)𝓁 − (U,V)𝓁||H1(Ω)×H1(Γ) superconvergences quadratically in

H1(Ω) × H1(Γ) norm, as usual in the Ritz-Galerkin method. The claim follows. ▪

Remark 3 (Optimal convergence for bulk-only PDEs). By considering the limit case

𝛽 = 0 in the model problem (1), the bulk equation becomes completely decoupled

from the surface equation. Specifically, the first equation in (1) becomes a linear ellip-

tic equation in the 3D domain Ω, endowed with non-zero Neumann boundary conditions.

Correspondingly, the BSVEM reduces to the known lowest-order VEM for elliptic prob-

lems in 3D (see [7]). Then, by setting 𝛽 = 0 throughout the present section devoted to

convergence analysis, we obtain that the lowest-order VEM for 3D elliptic bulk problems

retains optimal convergence in the presence of curved boundaries and non-zero bound-

ary conditions. As mentioned in the Introduction, this result was not fully addressed

in the literature, in this work we provide a rigorous justification. It must be noted

that previous works addressed the issue through the introduction of curved boundaries

(see [14, 29]) or the introduction of algebraic corrections in the method that account

for surface curvature (see [17]). Here, we show for the first time that the plain 3D

VEM of lowest order possesses optimal convergence even in the presence of curved

boundaries.
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18 FRITTELLI ET AL.

6 BENEFITS OF POLYHEDRAL MESHES FOR BSPDES

If a domain Ω ⊂ R3
has a 1

boundary Γ, we can construct a polyhedral mesh designed for fast

matrix assembly, by proceeding as follows. Enclose the bulk Ω in a cube Q. We discretize Q with

a Cartesian grid made up of cubic mesh elements and assume that at least one of such cubes is

fully contained in Ω (see Figure 3a). Then we discard the elements that are fully outside Ω, pos-

sibly touching Γ (see Figure 3b), thereby producing an incomplete cubic mesh. Finally, we cut

the cubic elements that intersect Γ, thus producing a discrete narrow band ΩB of irregular polyhe-

dral elements (highlighted in red in Figure 3c). The resulting mesh Ωh has the important property

that it is made up of equal cubic elements, except for the exterior elements, as we can see in

Figure 3c.

(a) (b)

(c) (d)

FIGURE 3 Generation of a polyhedral bulk-surface mesh that allows for optimized matrix assembly.
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FRITTELLI ET AL. 19

This property allows for fast matrix assembly. In fact if h is the meshsize of Ωh, then the number

on non-cubic elements ofΩh is only(h−2) out of(h−3) overall elements, see [35] for a discussion of

the 2D case. This implies that, when assembling the mass- and stiffness- matrices MΩ and AΩ defined

in (57), only (h−2) element-wise local matrices must be actually computed, since the local matrices

for a cubic element can be computed in closed form, see [9]. For ease of presentation, the above mesh

generation strategy is illustrated for a spherical domain in Figure 3, but applies to all shapes defined

as level sets of Lipschitz functions. For instance, consider the level function

𝜆(x, y, z) ∶=
(

9(x2 + y2 + z2) + 261

100

)2

− 4

(

6x −
√

39

100

)2

− 3249

25
y2
, (x, y, z) ∈ R

3
. (82)

This level function gives rise to the Dupin ring cyclide Γ = {(x, y, z) ∈ R3|𝜆(x, y, z) = 0} considered

in [39, 42], which encloses the bulk cyclide Ω ∶= {(x, y, z) ∈ R3|𝜆(x, y, z) ≤ 0}. In Figure 4, we show

the bulk cyclide Ω and a corresponding mesh generated with the above algorithm.

(a) (b)

(c)

FIGURE 4 Dupin ring cyclide defined in (82) and a mesh for such domain, generated with the algorithm described in

Section 6. The mesh has N = 11,880 nodes and meshsize h = 0.1039.
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20 FRITTELLI ET AL.

TABLE 1 Elliptic BSPDE (83) on the unit sphere Ω in 3D.

i N M h
L2(𝛀) × L2(𝚪)
rel. err. L2 EOC

H1(𝛀) ×H1(𝚪)
rel. err. H1 EOC Time (s)

1 152 96 0.7205 1.2114e−01 - 1.6937e−01 - 0.002554

2 875 414 0.3602 1.8409e−02 2.7182 4.6517e−02 1.8643 0.016998

3 5501 1758 0.1801 4.9571e−03 1.8928 2.3725e−02 0.9714 0.194121

4 36,677 6966 0.0901 1.2578e−03 1.9786 1.0147e−02 1.2254 5.880451

Note: The BSVEM shows optimal convergence, that is, quadratic in L2(Ω) × L2(Γ) and linear in H1(Ω) × H1(Γ). The computational

times are shown.

Abbreviation: EOC, experimental order of convergence.

Matrix assembly optimization can also be achieved with different methods, such as cut FEM

[22] or trace FEM [44]. In the present work, however, the numerical method does not require

a level set representation of the surface Γ. Such a level set representation is needed only upon

mesh generation, if the mesh is generated as described in this section. Moreover, the proposed

approach is an adaptation to 3D of the mesh generation algorithm proposed in [35] for the

2D case.

7 NUMERICAL EXAMPLES

We present two numerical examples to (i) showcase the construction of polyhedral meshes according to

the procedure explained in Section 6 and (ii) confirm the optimal convergence of the BSVEM according

to Theorem 4.

7.1 Example 1: Unit sphere

We numerically solve the following elliptic bulk-surface problem on the unit sphere Ω in 3D:

⎧
⎪
⎨
⎪
⎩

−Δu + u = xyz − xy in Ω
−ΔΓv + v + ∇u ⋅ 𝝂 = 29xyz − 25

2
xy on 𝜕Ω

∇u ⋅ 𝝂 = −u + 2v on 𝜕Ω,

(83)

whose exact solution is given by u(x, y, z) = xyz − xy, for (x, y, z) ∈ Ω and v(x, y, z) = 2xyz − 3

2
xy,

for (x, y, z) ∈ 𝜕Ω. We consider a sequence of four cubic meshes i = 1, … , 4. The ith mesh

is obtained by subdividing each dimension into 5i intervals, thereby producing a cubic bound-

ing mesh. From the cubic mesh we obtain a bulk-surface mesh of the sphere as described in

Section 6. The coarsest of meshes is shown in Figure 3c. On each mesh we solve the discrete

problem (60), we compute the relative error in L2(Ω) × L2(Γ) and H1(Ω) × H1(Γ) norms and the

respective convergence rates by the direct solver mldivide of MATLAB R2019a on a MacBook

Pro 2019 with 2,3 GHz 8-Core Intel Core i9 CPU. As shown in Table 1, the convergence is opti-

mal, that is, quadratic in L2(Ω) × L2(Γ) norm and linear in H1(Ω) × H1(Γ) norm, according to

Theorem 4. The numerical solution (U,V) obtained on the finest mesh is plotted in Figure 5, where

the bulk component U and the surface component V are shown in separate plots, both cut to show

the inside.
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FIGURE 5 Elliptic bulk-surface problem (83) on the unit sphere Ω in 3D: Numerical solution obtained on the finest mesh for

i = 4 with N = 40,381 nodes and meshsize h = 0.0901. Components U (left) and V (right) of the numerical solution.

FIGURE 6 Bulk component u of the numerical solution of model (84) obtained on the polyhedral mesh shown in Figure 4b,c

with N = 11,880 nodes and meshsize h = 0.1039. The figure is cut to show the interior of the bulk.

7.2 Example 2: Dupin ring cyclide

Having ascertained the optimal convergence of the method in the previous example, we now explore

a more complex geometry given by the Dupin ring cyclide Ω defined in (82) and shown in Figure 4a.

On such a geometry, we consider the model problem

⎧
⎪
⎨
⎪
⎩

−Δu + u = x2 + y2 + z2 − 6, in Ω;
− ΔΓv + u + v = x2 + y2 + z2 + 1, on Γ;
∇u ⋅ 𝝂 = 𝜌(x, y, z) − v + 1, on Γ,

(84)

where

𝜌(x, y, z) ∶= ∇𝜆(x, y, z) ⋅ (2x, 2y, 2z)
||∇𝜆(x, y, z)||

, (x, y, z) ∈ Γ, (85)
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with 𝜆(x, y, z) being the level function defined in (82) and the exact solution is given by
1

u(x, y, z) = x2 + y2 + z2
, (x, y, z) ∈ Ω, and v(x, y, z) = 1, (x, y, z) ∈ Γ. (86)

We solve the model (84) on the mesh shown in Figure 4b,c. The mesh has N = 11,880 nodes and

meshsize h = 0.1039. The relative errors are: 1.7962e−03 in L2(Ω) × L2(Γ) norm and 4.5671e−03 in

H1(Ω)×H1(Γ) norm, which further confirms the accuracy of the method. Since the surface component

v(x, y, z) of the exact solution is constant, we plot only the bulk component u(x, y, z) of the numerical

solution in Figure 6.

8 CONCLUSIONS

We have introduced the BSVEM for the numerical approximation of elliptic coupled bulk-surface PDE

problems on smooth domains. The proposed method combines a 3D VEM for the bulk equations [10]

with a SVEM for the surface equations [40] and encompasses, in the special case of simplicial

bulk-surface meshes, the BSFEM for bulk-surface RDSs (see e.g., [51]).

We have introduced polyhedral bulk-surface meshes in 3D and, under minimal mesh regularity

assumptions, we have estimated the geometric error arising from domain approximation. The lack of

smoothness in the mapping between the discrete and exact geometries requires the lifting operator to

be replaced, in some parts of the analysis, by the Sobolev extension operator.

The main theoretical result is optimal second-order convergence of the proposed method, provided

the exact solution is H2+3∕4
in the bulk and H2

on the surface. A relevant by-product is that the lowest

order bulk-VEM [7] retains optimal convergence even in the simultaneous presence of curved bound-

aries and non-zero boundary conditions, a result that was not fully addressed in the literature to the

best of our knowledge. The convergence is illustrated with two numerical examples on the unit sphere

and on the Dupin ring cyclide, respectively.

We have shown that suitable polyhedral meshes reduce the computational time of mesh gen-

eration and matrix assembly from (h−3) to (h−2), where h is the meshsize. This is particularly

useful when matrix assembly takes a significant portion of the computational time, that is, for (i)

time-independent problems and (ii) time-dependent problems on evolving domains, where the matrices

must be computed at each timestep.

In different geometric settings and for different PDE problems, it is known that polyhedral meshes

also allow for simple and efficient adaptive refinement or mesh pasting strategies that would be impos-

sible with tetrahedral meshes, see for instance [23]. For the BSVEM, these aspects will be addressed

in future studies.

Another subject of our current investigation is the formulation of a high-order BSVEM. As pointed

out throughout the work, this goal entails (i) the usage of curved polyhedral meshes and (ii) the con-

struction of computable discrete function spaces on curved polygons and polyhedra. Finally, we will

consider the extension of the BSVEM to the case of evolving bulk-surface geometries.
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APPENDIX A: PRELIMINARY DEFINITIONS AND RESULTS

In this appendix, we provide preliminary definitions, results and notations adopted throughout the

article. Unless explicitly stated, definitions and results are taken from [32].

A.1 Surfaces and differential operators on surfaces

Let Ω ⊂ R3
be a compact set such that its boundary Γ ∶= 𝜕Ω ⊂ R3

is a k
, k ≥ 2 surface. Since Γ can

be seen as the zero level set of the oriented distance function 𝑑 ∶ R3 → R defined by

𝑑(x) ∶=
⎧
⎪
⎨
⎪
⎩

− inf{||x − y|| ∶ y ∈ Γ} if x ∈ Ω;
0 if x ∈ Γ;

inf{||x − y|| ∶ y ∈ Γ} if x ∈ R3 ⧵Ω,

then the outward unit vector field 𝝂 ∶ Γ → R3
can be defined by

𝝂(x) ∶= ∇𝑑(x)
||∇𝑑(x)||

, x ∈ Γ. (A1)
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Lemma 5 (Fermi coordinates [32]). If Γ is a k
, k ≥ 2 surface, there exists an open

neighborhood U ⊂ R3 of Γ such that every x ∈ U admits a unique decomposition of
the form x = a(x) + 𝑑(x)𝝂(a(x)), a(x) ∈ Γ. The maximal open set U with this property
is called the Fermi stripe of Γ (see Figure 1a), a(x) is called the normal projection onto
Γ and (a(x), 𝑑(x)) are called the Fermi coordinates of x. The oriented distance function
fulfils 𝑑 ∈ k(U).

Definition 6 (1(Γ) functions). A function u ∶ Γ → R is said to be 1(Γ) if there exist

an open neighborhood U of Γ and a 1
function û ∶ U → R such that û|Γ = u, that is, û is

a 1
extension of u off Γ.

Definition 7 (Tangential gradient and tangential derivatives). The tangential gradient

∇Γu of a function u ∈ 1(Γ) is defined by ∇Γu(x) ∶= ∇û(x) − (∇û(x) ⋅ 𝝂(x))𝝂(x) for all

x ∈ Γ. The result of the computation of∇Γu is independent of the choice of the extension û.

The components Dxu, Dyu, and Dzu of the tangential gradient∇Γu are called the tangential

derivatives of u.

Definition 8 (k(Γ) functions). For k ∈ N, k > 1, a function u ∶ Γ → R is said to be

k(Γ) if it is 1(Γ) and its tangential derivatives are k−1(Γ).

Definition 9 (Laplace–Beltrami operator). The Laplace–BeltramiΔΓu of a function u ∈
2(Γ) is defined by ΔΓu(x) ∶= DxDxu(x) + DyDyu(x) for all x ∈ Γ.

A.2 Bulk- and surface function spaces

Throughout the article, we will adopt the following notations. For p ∈ [1,+∞], Lp(Ω) and Lp(Γ) denote

the usual Lebesgue spaces on Ω and Γ, respectively, with || ⋅ ||Lp(Ω) and || ⋅ ||Lp(Γ) being the respective

norms. For m ∈ (0,+∞) and p ∈ [1,+∞], Wm,p(Ω) and Wm,p(Γ) denote the (possibly fractional)

Sobolev spaces of order m onΩ and Γ, respectively, with || ⋅ ||Wm,p(Ω) and || ⋅ ||Wm,p(Γ) being the respective

norms. Full definitions can be found in [35].

Lemma 6 (Inclusion between fractional Sobolev spaces [31]). LetΩ ⊂ R3 be a bounded
domain with a 1 boundary Γ, let p ∈ [1,+∞) and s, s′ ∈ [0,+∞) such that s < s′. Then
there exists a constant C > 0 depending on Ω and s such that

||u||Ws,p(Ω) ≤ C||u||Ws′ ,p(Ω), (A2)

for all u ∈ Ws′,p(Ω). Hence, Ws,p(Ω) ⊂ Ws′,p(Ω).

A.3 Fundamental results in bulk- and surface calculus

Theorem 5 (Narrow band trace inequality [33]). With the notations of the previous
theorem, there exists C > 0 depending on Ω such that any u ∈ H1(Ω) fulfils

||u||L2(U
𝜀

) ≤ C𝜀
1

2 ||u||H1(Ω). (A3)

Theorem 6 (Trace theorem and inverse trace theorem [57, 58]). Let k ∈ N,
1

2
< s ≤ k

and assume that the boundary Γ is a k surface.
2 Then there exists a bounded operator

2
It is sufficient that Γ be a k−1,1

surface, meaning that its derivatives up to order k− 1 are Lipschitz continuous. For simplicity,

we use the stronger assumption that Γ ∈ k
.
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Tr ∶ Hs(Ω)→ Hs− 1

2 (Γ), called the trace operator, such that Tr(u) = u|Γ and

||Tr(u)||
Hs− 1

2 (Γ)
≤ C||u||Hs(Ω), ∀ u ∈ Hs(Ω). (A4)

The trace operator has a continuous inverse operator Tr
−1 ∶ Hs− 1

2 (Γ) → Hs(Ω) called
Babič inverse such that

||Tr
−1(v)||Hs(Ω) ≤ C||v||

Hs− 1

2 (Γ)
, ∀ v ∈ Hs− 1

2 (Γ). (A5)

Theorem 7 (Sobolev extension theorem [58]). Assume that Ω ⊂ R3 has a Lipschitz
boundary Γ, let r ∈ N and p ∈ [1,+∞]. Then, for any function u ∈ Wr,p(Ω), there exists
an extension ũ ∈ Wr,p(R3) such that ũ|Ω = u and

||ũ||Wr,p(R3) ≤ C||u||Wr,p(Ω), (A6)

where C > 0 depends on Ω and r, but not on p.

Theorem 8 (Sobolev embeddings). Let 𝑑 ∈ N, 𝑑 ≥ 2 be a number of dimensions and
assume that Ω ⊂ R𝑑 has a Lipschitz boundary.

• If 0 < 𝛾 < 1, then H𝑑∕2+𝛾 (Ω) → 0,𝛾 (Ω) is a continuous embedding, hence ||u||0,𝛾 (Ω) ≤
C
𝛾
||u||H𝑑∕2+𝛾 (Ω). From the definition of the Hölder space 0,𝛾 (Ω) we have that

||u(x) − u(y)|| ≤ C
𝛾
||u||H𝑑∕2+𝛾 (Ω)||x − y||𝛾 , a.e. (x, y) ∈ Ω × Ω. (A7)

• If 𝜀 > 0, then H𝑑∕2+𝜀(Ω) → (Ω) is a continuous embedding.

Proof . See [2] for the case of integer-order Sobolev spaces and [31] for the fractional

case. ▪

 10982426, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/num

.23040 by U
niversitá D

el Salento Ser Inf B
ibliot "L

a Stecca", W
iley O

nline L
ibrary on [29/05/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense


	{Virtual element method for elliptic bulk-surface PDEs in three space dimensions}
	1 INTRODUCTION
	2 WEAK FORMULATION, EXISTENCE AND REGULARITY
	3 GEOMETRIC ANALYSIS
	3.1 Polyhedral bulk-surface meshes
	3.2 Variational crime

	4 THE BULK-SURFACE VIRTUAL ELEMENT METHOD
	4.1 Virtual element space on polygons and polyhedra
	4.2 Approximation of bilinear forms
	4.3 Approximation of the load terms
	4.4 The spatially discrete formulation

	5 CONVERGENCE ANALYSIS
	6 BENEFITS OF POLYHEDRAL MESHES FOR BSPDES
	7 NUMERICAL EXAMPLES
	7.1 Example 1: Unit sphere
	7.2 Example 2: Dupin ring cyclide

	8 CONCLUSIONS
	ACKNOWLEDGMENTS
	CONFLICT OF INTEREST STATEMENT
	DATA AVAILABILITY STATEMENT


	ORCID
	REFERENCES
	A.1 Surfaces and differential operators on surfaces
	A.2 Bulk- and surface function spaces
	A.3 Fundamental results in bulk- and surface calculus

